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Scattering experiments performed with the Rensselaer Polytechnic Institute Linear Accelerator measured
elastic and inelastic scattering from an elemental iron sample. Eight liquid scintillator (EJ-301) proton
recoil fast neutron detectors were positioned at several angles 0.5 m from the scattering sample. Data
were measured using neutron time-of-flight in the energy range from 0.5 to 20 MeV, and pulse shape

analysis was used to discriminate neutrons from gamma-rays. Nuclear data evaluations were compared
to experimental data using Monte Carlo calculations. Below 2 MeV two new techniques were developed:
a method which assessed inelastic-to-elastic scattering ratios and a method to determine the contribu-
tion from neutrons after only elastic scattering. These techniques, along with time-of-flight results,
may help identify specific reactions that account for differences between evaluations and experimental

data.

© 2017 Published by Elsevier Ltd.

1. Introduction

56Fe was identified as an isotope where the accuracy of nuclear
data is crucial for design and operation of Gen IV reactors (Aliberti
et al., 2006). >°Fe is the most abundant isotope of iron (~92%)
(NNDC, 2014), which is the main element for steel alloys. Steel is
a commonly used structural material for many nuclear applica-
tions such as reactor pressure vessels that serves as the primary
containment for the nuclear fuel. During operation the reactor
pressure vessel is exposed to a high neutron flux. Therefore, it is
important that models accurately quantify neutron interactions
in the pressure vessel. However, a simulation is only as accurate
as base assumptions used to create it. Regarding nuclear data, devi-
ations in the magnitude of the inelastic scattering cross section will
harden or soften the neutron flux spectrum.

The abundance and importance of >°Fe has allowed for many
measurements of its nuclear properties, specifically inelastic scat-
tering (e.g., Loef and Lind, Kiehn and Goodman, and Day (Van
Loef and Lind, 1955; Kiehn and Goodman, 1954; Day, 1956). Recent
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experiments utilized high purity germanium detectors (Beyer
et al., 2014; Negret et al., 2014) to infer the first few inelastic levels
from the experimental gamma-ray data. Inelastic neutrons from
natural iron were directly measured at Argonne National Labora-
tory using a pulsed monoenergetic neutron source (Smith and
Guenther, 1979). Experimental data are used with nuclear models
to develop evaluated nuclear data evaluations such as ENDF/B-
VIL.1 (Chadwick et al, 2011), JEFF-3.2 (OECD-NEA, 2015), and
JENDL-4.0 (Shibata et al., 2011).

At Rensselaer Polytechnic Institute (RPI) the neutron scattering
system was used to measure neutrons that scattered from a thick
sample. Experimental data were compared with Monte Carlo sim-
ulations to benchmark different nuclear evaluations and their sen-
sitivity to the scattering cross sections (elastic and inelastic) and to
their angular distributions. Discrepancies between calculations
and data found in the region-of-interest (ROI), 0.5-20 MeV, were
used to determine regions where different nuclear data evaluations
may be improved. These measurements have been referred to as
“quasi-differential” because neutrons may have undergone multi-
ple scatterings. Details of the RPI neutron scattering system and
its pros and cons with respect to integral and differential neutron
scattering measurements have been previously discussed
(Saglime et al., 2010; Saglime, 2009; Barry et al., 2013). Previously
measured materials include beryllium (Saglime, 2009), molybde-
num (Saglime, 2009), zirconium (Barry et al, 2013), and 238U
(Daskalakis et al., 2014).
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Two new methodologies were developed to extract the contri-
bution of inelastic neutrons and elastic neutrons from time-of-
flight (TOF) measurements. Both methods relied on in-beam mea-
surements to develop distinct energy-dependent detector response
functions. Response functions are the result of two parameters
from each neutron event: their TOF and the amount of energy
deposited in the EJ-301 detector. Neutron TOF was used to calcu-
late incident energy, and the area under each pulse formed the dis-
tribution relative to a specific incident neutron energy. Detector
response functions were then used to determine the ratio of
inelastic-to-elastic detected, scattered events and the elastic scat-
tering contribution.

2. Methods
2.1. Experimental setup

The sample-of-interest for the measurements was elemental
iron, or NFe, and the experimental setup was nearly identical to
the setup used for the 23%U measurement (Daskalakis et al.,
2014) (illustrated in Fig. 1). The RPI Linear Accelerator (LINAC)
was operated at 400 pulses per second, had an average electron
current of 8 pA, and an electron burst width of 7 ns. Electrons
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Fig. 1. Illustration of the RPI neutron scattering system (Saglime et al., 2010). A
pulsed neutron beam produced by the RPI LINAC travelled 30.07 m along a
collimated evacuated flight path. Neutron scattering measurements were made
using the TOF technique. Note: This figure is not to scale and only four out of eight
EJ-301 detectors are shown.

accelerated to 53 MeV were incident on a neutron producing tan-
talum target (Overberg et al., 1999) that created bremsstrahlung
radiation, which further interacted with tantalum to produce a
continuous energy neutron distribution modeled as an evaporation
spectrum (Saglime, 2009). A 1.9 cm thick depleted uranium filter
was placed in the neutron beam to reduce the gamma-flash inten-
sity. Neutrons were collimated along an evacuated flight path and
were incident on a scattering sample located 30.07 m from the tar-
get. Along a separate flight path (approximately 9 m from the neu-
tron producing target) moderated fission chambers monitored
fluctuations in the neutron beam intensity.

Eight Eljen Technologies EJ-301 (EIJEN Technologies, 2016) liq-
uid scintillator proton recoil fast neutron detectors were used for
the iron measurements. Each liquid scintillator measured 7.62
cm thick by 12.7 cm diameter and was coupled to a 12.7 cm diam-
eter Photonix XP4572/B photomultiplier tube (PMT). A CAEN unit
(model 1733 N) supplied negative high voltage to each PMT and
was used to adjust their gain. The gain was optimized for neutron
energies in the ROI (Saglime, 2009). Throughout the N*'Fe scatter-
ing measurement, the gain of each detector was aligned and peri-
odically checked with the Compton edge of 0.511 MeV annihilation
gamma-rays from a 22Na source. The detectors were arranged at
predetermined scattering angles relative to the incident neutron
beam based on discrepancies between nuclear data evaluations
of >®Fe. Typically, two detectors were placed at the same scattering
angle (different azimuthal angles). Care was taken to maximize the
distance between detectors to minimize cross talk (Barry et al.,
2013).

Detector electric pulses were digitized by an Agilent-Acqiris
AP240 8-bit digitizer that operated with 1 GHz sampling rate. Dig-
itized pulses were transferred by an onboard field programmable
gate array if the pulse exceeded a predefined threshold (Saglime,
2009). Each detector signal consisted of a sequence of 120 1 ns
samples, selected to match the EJ-301 liquid scintillator response
time. Although the data acquisition system was capable of provid-
ing 128,000 transfers per second (Saglime, 2009), an average of
only 3200 transfers per second occurred during the N3'Fe neutron
scattering experiment.

Digitized pulses were classified as either a neutron or a gamma-
ray based on pulse shape classification (PSC). PSC compared the
digitized pulse with reference neutron and gamma-ray pulse
shapes, and each digitized pulse was then classified based on best
agreement (Daskalakis, 2015). To improve the PSC performance
with small detector pulses a gamma misclassification correction
(GMC) was included as part of the data analysis process
(Daskalakis et al., 2014). The GMC was used to correct the neutron
counts by subtracting a fraction of the measured gamma-rays that
account for those that were erroneously classified as neutrons
(Daskalakis, 2015). In past measurements the GMC reduced the
neutron contribution by a maximum of ~3% in some energy
regions (Daskalakis et al., 2014).

2.2. Iron samples

The iron scattering sample consisted of two rectangular pieces
with dimensions of 15.25 cm in height by 3.85 cm in width (per-
pendicular to the incident beam) by 3.23 cm thick (in the beam
axis). Piece 1 weighed 1475.9 g and piece 2 weighed 1475.5 g,
and were placed adjacent so that their total width was 7.7 cm,
which is larger than the neutron beam at the scattering sample
location (Saglime et al., 2010). The iron sample was positioned to
minimize the scattering contribution from structural material used
to support the iron sample. Both iron pieces had threaded penetra-
tions which allowed for structural support.

The iron scattering sample was modeled as a single solid piece
(length, width, and height specified in the preceding paragraph)
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with its natural isotopic abundances, and with a total mass of
2985 g. Iron’s natural density (7.87 g/cm?) was used for all calcula-
tions. Mass spectroscopy was used to quantify the iron sample’s
impurities, and the results are shown below in Table 1. These
impurity levels were judged to be insignificant, and the sample
was treated as pure elemental iron in the Monte Carlo N-Particle
(MCNP) Goorley et al., 2012 model.

3. Neutron time-of-flight
3.1. Data analysis methods and time-of-flight calculations

Neutron TOF, or the time required for a neutron produced in the
target to travel to a detector’s surface, was used to estimate a neu-
tron’s incident energy onto a scattering sample. For this experi-
ment the total flight path consists of two parts: from the neutron
production target to the center of the scattering sample, and from
the midpoint of the scattering sample to the surface of the EJ-301
detector. For the RPI neutron scattering system the total physical
flight path length is L = 30.07 + 0.50 = 30.57 m. The uncertainty in
L was estimated to be about 0.005m, based on measurements
between the neutron target and scattering sample (Saglime,
2009). Broadening due to the distribution of neutron flight path
lengths was accounted for by the MCNP simulation. The time in
bin i, t;, was used to estimate the neutron’s initial energy, E;, from

Eq. (1).
-1
[ \2
17(6-&) -1, (1)

where the rest mass energy for a neutron is m,c?, and c is the speed
of light. Although detectors are located at specific scattering angles
it is assumed that only single elastic collisions occur with nuclei and
that the collisions result in minimal energy loss for the neutron.
This is generally true for nuclei with mass greater than ~10 times
the neutron mass.

All MCNP simulations were performed in the time domain so
that the calculated response was modeled to mimic the recorded
experimental data. Eq. (1) was used to approximate the incident
neutron’s energy for both experiments and MCNP simulations.

Throughout the experiment several sets of data were collected
by cycling samples into and out of the pulsed neutron beam using
a programmable sample changer. Scattering samples were placed
on low mass sample holders to limit the scattered background neu-
tron contribution from the sample holders. Previous work showed
that dead-time effects were negligible for neutron scattering
experiments (EIJJEN Technologies, 2016). Background was deter-
mined from an open beam measurement while scattering samples
were positioned away from the neutron beam path. The net num-
ber of measured scattered neutron counts, C;j, in a TOF equivalent
energy bin i for detector j were determined by subtracting the open

E,‘ = E(t,) = mnCZ .

Table 1
Impurities for both pieces of the iron sample. Only impurities greater than 0.01% are
listed.

Element Piece 1 [%] Piece 2 [%]
S 0.023 0.024
As 0.010 0.013
Mn 0.030 0.030
Ni 0.090 0.100
Mo 0.030 0.030
Cu 0.120 0.120
Sn 0.017 0.017
Si 0.020 0.010

(0]
1)
sample and open beam, ij and G?j respectively, were used to cor-
rect for erroneously classified gamma-rays as shown in Eq. (2). As
with previous experiments, the GMC correction peaked at approx-
imately 3% near incident neutron energies of 5 MeV. Below 5 MeV
the GMC contribution was less than 1%.

beam counts, Dy, from the sample counts, D;;. The GMC for the

MS
Gy = (D} ~ Giy) = (D}~ G5) - 10 @

Fluctuations in neutron beam intensity and measurement times
were corrected for by adjusting the open beam contribution by the
ratio of monitor counts measured with the sample in, M®, to mon-
itor counts measured with the open beam, M°.

The statistical uncertainty in the number of neutron counts,
AC;j, associated with Eq. (2), was calculated with standard error
propagation formula for uncorrelated variables (chapter 3 of
Knoll (2000)).

2 2 2 2
M M DY -Gy 2 (M
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MCNP simulations were compared with experimental data
using a figure-of-merit (FOM) shown in Eq. (4). The FOM has the
same functional form as reduced chi-square goodness of fit and
was applied to incident neutrons energies in the ROI. The differ-
ences between experimental data and normalized MCNP calcula-
tion, M;;, were calculated for each TOF equivalent energy bin, i,
and detector, j. The evaluation with the lowest FOM was consid-
ered to have best agreement with the experimental data.

1 20MeV (. M2
FOM; =—- Gy = Myy)” 2 W (4)
i=0.5MeV ij

where the total number of energy bins in the ROI is represented by
n. Experimental uncertainties, 8,2] shown in Eq. (5), include the sta-
tistical uncertainty for an energy channel, AC;j, and the systematic
uncertainty represented by the fractional normalization factor, &y.
Eq. (5) defines the uncertainty at each energy bin for each detector.

& = AC + (Gij - en)’ (5)

A high purity graphite reference sample was used to determine
the normalization factor (Daskalakis et al., 2014). The normaliza-
tion uncertainty, ¢y, was calculated from the difference between
experimental data and MCNP simulations for each detector. Gra-
phite was selected due to good agreement among carbon evalua-
tions (ENDF/B-VIL.1 Chadwick et al., 2011 and JEFF-3.2 (OECD-
NEA, 2015). Agreement between experimental graphite data and
MCNP calculations served as verification of the data analysis and
modeling methodology. Differences were attributed to systematic
uncertainties that encompass experimental uncertainties with
the neutron energy-dependent flux shape and the EJ-301 detector’s
energy-dependent neutron efficiencies.

3.2. Neutron time-of-flight (TOF) measurements

Detector angles presented in Table 2 and displayed in Figs. 2
through 5 are relative to the incident neutron beam and have an
uncertainty of £2°. Fig. 2 displays the measured data from the gra-
phite reference sample and the predicted MCNP calculated
response. All graphite FOM, calculated with Eq. (4), are signifi-
cantly lower than the MFe FOM, which indicates that the differ-
ences between N'Fe experimental data and each evaluation vary
beyond systematic uncertainties.
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Table 2

Experimental iron data compared with MCNP calculations using the FOM from Eq. (4). The FOM was calculated for incident neutron energies in the ROIL The lowest FOM
representing best fitting evaluations are shown in bold text; multiple selections indicate evaluations that are statistically indistinguishable. Detector angle uncertainty is +2°.

Angle Detector Experiment ENDF/B JENDL JEFF Graphite ENDF/B-VII1
VIL.1 4.0 3.2
30 7 2 24.64 19.79 49.96 3.69
45 7 1 12.24 9.02 15.68 2.11
61 2 1 9.46 8.40 9.54 1.31
77 2 2 14.74 15.22 17.43 2.40
111 5 2 18.34 12.95 19.38 3.92
109 6 2 22.65 14.51 21.62 4.42
130 5 1 9.13 6.36 11.84 2.94
130 6 1 10.07 7.78 13.60 2.09
153 3 1 16.33 16.80 21.95 3.00
153 3 2 25.88 23.37 39.79 4.92
156 4 1 17.96 18.56 23.21 3.70
156 4 2 28.59 29.26 47.25 5.19
Average - - 17.50 15.17 24.27 3.31
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Fig. 2. The measured response from the graphite reference sample by detector 7 (left) and detector 3 (right) located at 45° and 153°, respectively. Differences between
measured data and MCNP calculations were used to calculate the systematic uncertainties.
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Fig. 3. Detector 7 located at 45° during the first experiment. Over the entire ROI (from 0.5 to 20 MeV) the JENDL-4.0 evaluation has the best agreement with the experimental

data.

Table 2 lists the FOM from the iron measurement for three eval-
uations in columns 4 through 6. These results are from twelve
combinations of detectors and angles, and the averages over all
twelve values are listed at the bottom of the table. The lowest iron

FOM and all FOMs that are within 0.7 of that value are listed in
bold type. The 0.7 sensitivity value was determined by adjusting
the experimental data by its calculated uncertainty and recalculat-
ing the FOM (Daskalakis et al., 2014). The FOM values for a specific
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Fig. 4. Detector 2 located at 61° during the first experiment. Over the entire ROI the JENDL-4.0 evaluation has the best agreement with the experimental data.
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Fig. 5. Detector 3 located at 153° during the second experiment. Over the entire ROI the JENDL-4.0 evaluation has the best agreement with the experimental data.

nuclear evaluation and detector can only be compared with other
FOM values for that same detector and experiment; however, over-
all conclusions regarding best fitting libraries for detectors at sim-
ilar angles can be directly compared.

The JENDL-4.0 evaluation was in agreement (within the 0.7 sen-
sitivity band) with all twelve measurements. For detectors located
at 30°,45°,61°,109°, 111°, and 130° (both detectors) the JENDL-4.0
evaluation was the only one in agreement with the experimental
data. At back angles of 153° and 156° the FOM for the JENDL-4.0
evaluation was slightly higher than the ENDF/B-VII.1 evaluation,
but still within the uncertainty band established by the sensitivity
analysis. Examination of results below 1 MeV found the JENDL-4.0
evaluation to have good agreement with experimental data; how-
ever, poor agreement was observed between 1.5 and 2.0 MeV.
Additionally, the JENDL-4.0 NtFe evaluation’s calculated FOM were
significantly higher than the calculated FOM for the graphite refer-
ence, which indicates that there is room for improvement of the
iron evaluation.

The FOM calculated with the ENDF/B-VIL.1 evaluation was in
agreement with four detectors located at 77°, 153° (first experi-
ment), and 156° (both experiments). For both experiments, detec-
tors 3 and 4 (located at back-scattering angles of 153° and 156°
respectively) had better agreement with the ENDF/B-VII.1 evalua-
tion than with the JENDL-4.0 evaluation. However, an exception

occurs with detector 3, in the second experiment, where the
JENDL-4.0 agreement is slightly better.

The JEFF-3.2 evaluation had the poorest agreement with the
experimental data. A unique and original study performed to
assess the elastic scattering contribution from 1.5 to 2.0 MeV found
good agreement between the JEFF-3.2 evaluation and the experi-
mental data (Daskalakis, 2015). However, the FOM calculated over
the entire ROI found that the JEFF-3.2 evaluation did not reside
within the range for best fitting libraries at any angle. This was
caused by poor agreement below 1 MeV (see Fig. 3).

Experimental data and MCNP calculations are shown for detec-
tors at 45° (detector 7), 61° (detector 2), and 153° (detector 3) in
Figs. 3 through 5.

4. Inelastic-to-elastic ratios
4.1. Spectrum unfolding analysis and calculations

Neutrons deposit their energy within a detector primarily by
transferring their energy to a recoiling proton. Energy deposited
by each neutron varies based on its incident energy, which also
affects the amount of light production in the EJ-301 scintillator.
For monoenergetic neutrons a spread in energy can be observed
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Fig. 6. Neutron in-beam data from an EJ-301 detector with two energy bins (left) isolating 1.0 MeV (solid red vertical lines) and 2.0 MeV (dashed blue vertical lines) neutron
TOF. Only neutron events in these bins were used to develop response functions R(1.0) and R(2.0), which have distinct distributions (right). Pulse integral is proportional
neutron energy deposition and is displayed in arbitrary units. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of

this article.)

based on this distribution. To characterize the energy of the scat-
tered neutron distinct energy-dependent response functions,
R(E), were generated based on experimental in-beam
measurements.

Experiments to measure R(E) for each detector were performed
by placing each EJ-301 neutron detector into the neutron beam at
the scattering sample position and running the RPI LINAC at the
same electron beam energy as in the scattering experiment but
with low average power (Daskalakis et al., 2014). Data were sepa-
rated into sixteen energy bins for neutron energies between 0.5
and 2.0 MeV (bin spacing of 0.1 MeV), based on neutron TOF. The
resolution of each bin was selected to be +2.5% of the incident neu-
tron energy (e.g., E; = 2 £ 0.05 MeV), which provides sufficient res-
olution in time to capture all neutrons generated with the energy
of that bin (i.e., approximately + 20 ns, or + 0.01 MeV, for incident
2 MeV neutrons). The distribution of neutron energies in each bin
was determined by summing the energy deposition of each neu-
tron depositing energy at that time-of-flight. The pulse integral
was defined as a pulse’s integrated area, which was proportional
to the energy deposited by the neutron in the scintillator. The
energy bins and resulting response functions are shown in Fig. 6.
Fig. 6(left) displays the 1.0 MeV (solid red vertical lines) and
2.0 MeV (dashed blue vertical lines) neutron TOF equivalent energy
bins. The distribution for the 1.0 and 2.0 MeV energy bins, dis-
played in Fig. 6 (right), are distinguishable and are defined as
response functions R(1.0) and R(2.0), respectively.

Linear interpolation was used to produce any R(E) that fell
between two measured values, e.g., R(1.95) was calculated with
the R(1.9) and R(2.0). Interpolation fidelity is discussed in refer-
ence 19, and is used to calculate a response function for any neu-
tron energy between 0.5 and 2.0 MeV.

At each time bin Eq. (1) was used to determine E;. This was used
to calculate the elastic and inelastic neutron energies, E. and Ej,
respectively, using Eq. (6).

2

- VE+\JE- (12 +M —1)+M-(M+1)-Q]
(M +1)>?

Eel.in = 3 (6)

where p=cos(f), M is the atomic mass of the target nuclei
(~55.85), and Q is the nucleus excitation state (Q = 0 MeV for elas-
tic collision, Q = 0.847 MeV for the first inelastic state of >°Fe). Ener-
gies for both elastic and inelastic response functions were
calculated with Eq. (6). Limitations of EJ-301 detectors to measure

low energy neutrons prevent measurement of neutrons below
0.5 MeV. Therefore, inelastic neutrons were only measured if the
scattered neutron’s incident energy was 1.3 MeV or greater.

As an example, Fig. 7 displays the pulse height distribution from
E; =2 +0.05 MeV that scattered from the N¥Fe sample to a detector
positioned at 153° (relative to the incident neutron beam). The
Natge scattering data (black) are represented as a superposition of
two distinct distributions. An elastic (blue) response function and
inelastic (red) response function were calculated and overlaid on
the scattering data. The energy after an elastic or inelastic collision
was calculated with Eq. (6) to be E, ~ 1.9 MeV and E;, ~ 1.1 MeV,
respectively.

Below 2 MeV only the first inelastic state of >®Fe contributes to
the inelastic response function. Contributions from other iron iso-
topes were negligible for this energy region (Daskalakis, 2015).
Response functions were linearly fit to the NFe scattering data’s
pulse height distribution using:
C(E)=A-Ra(E1)+(1-A) Ra(E2) 0<A<L 1 (7)
where A is the fraction of neutrons that contributed to the elastic
response function. The value A was also used to find the experimen-
tal inelastic to elastic ratio, I/E, at each energy bin.

(1-4)

I/E = (8)

Egs. (7) and (8) were used for the fit displayed in Fig. 8. The
experimental I/E ratio was not used to calculate the ratio between
inelastic and elastic differential cross sections, but rather the mea-
sured reaction rate in discrete energy bins, which can be compared
to simulations.

The I/E uncertainty consists of both statistical and systematic
uncertainties. Statistical uncertainties from the elastic response
function, inelastic response function, and scattering data are each
calculated with Eq. (3) then root summed squared. The systematic
uncertainty is derived using the graphite reference sample
(Daskalakis et al., 2014). And the uncertainty for A was derived
in reference (Daskalakis, 2015). The uncertainty components are
summed for conservatism.

All MCNP [/E calculations were performed such that their statis-
tical uncertainties were negligible (more than 2 orders of magni-
tude smaller than the experimental data’s statistical uncertainty).
A library is in good agreement with the experimental data if it lies
within the experimental data’s uncertainty.
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4.2. Experimental inelastic-to-elastic ratio

Figs. 8 and 9 show the results vs. energy bin for two different
scattering angles. In this energy range the differential data still
contain strong resonance structure, which was averaged for energy
bins used for I/E ratios. The neutron angular distribution depends
on the resonance parameters and thus also exhibits fluctuations
that are also typically smoothed out by the evaluations (using lar-
ger energy bins). This type of averaging could be the source of
some of the deviations observed.

Simulations with the ENDF/B-VII.1 evaluation compared best to
experimental data. This was in contrast to the FOM results where
the JENDL-4.0 evaluation had the best agreement in the ROI. It
was found that two factors contributed to this difference: the lim-
ited number of bins analyzed for each incident neutron energy, and
that the JENDL-4.0 evaluation does not perform well in TOF for this
energy region. Above 1.0 MeV the JENDL-4.0 evaluation overesti-
mates the scattering contribution (see Fig. 9), which was attributed
to elastic scattering (Daskalakis, 2015). Similarly, the JEFF-3.2 eval-
uation had the poorest performance among the three evaluations;
however, examining TOF data only in the range from 1.4 to
2.0 MeV showed that it closely matched the experimental data.
This indicates that the disagreement observed between TOF data
and I/E ratios could be the result of the limited number of bins used
to assess incident neutron energies.

Figs. 8 and 9 display I/E ratios and the TOF for energies between
1.4 and 2.0 MeV. In some cases, the calculated I/E ratios are within
experimental uncertainties whereas the TOF data and evaluations
have stark differences. In these instances, the TOF data and exper-
imental I/E ratios should be used together to assess the angular dis-
tribution of scattered neutrons from N'Fe

5. Elastic scattering only

To separate elastic-only scattering another analysis technique
was derived from detector response functions and by application
of an energy dependent discriminator (EDD).

5.1. Energy dependent discriminator

This method was used to eliminate the contribution of inelastic
neutrons at each time bin, thereby providing a method to quantify
only the elastic scattering contribution for each detector. This is
possible because the maximum energy an inelastic scattered neu-
tron can deposit in a detector is less than the energy an elastically
scattered neutron can deposit.

The EDD was applied by locating the end point for each
response function. A third order polynomial was fit to the end
point locations as a function of incident neutron energy, and an
example is shown in Fig. 10.
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Table 3

FOM values for the different N'Fe evaluations assessing only their elastic contribution in the energy range between 1.4 and 2.0 MeV. Lowest FOM values, or those that are

statistically indistinguishable (Daskalakis et al., 2014), are shown in bold text.

Angle Detector Experiment ENDF/B JENDL JEFF Graphite
VIL1 4.0 3.2 ENDF/B-VIL.1
30 7 2 15.69 17.41 5.11 0.77
45 7 1 7.75 4.98 4.65 0.70
60 2 1 3.05 6.80 3.66 0.71
77 2 2 2.73 22.52 6.00 0.65
111 5 2 13.15 5.41 3.65 1.24
109 6 2 13.07 4.32 3.76 343
130 5 1 3.54 1.68 0.59 2.06
130 6 1 4.45 1.55 0.81 1.39
153 3 1 8.95 8.04 4.00 1.63
153 3 2 24.85 19.49 8.44 1.95
156 4 1 8.94 8.80 3.74 3.31
156 4 2 22.18 18.80 6.88 3.59
Average - - 10.70 9.98 4.27 1.79

From Eq. (6) the inelastic and elastic scattering energy at each
time bin were calculated, e.g., for 2 MeV neutrons scattered to a
detector located at 130° the elastic and inelastic energies are
1.87 MeV and 1.07 MeV, respectively. Using the polynomial fit,
all neutrons that deposited less energy than the inelastic response
function’s end point were discriminated against. A correction
based on detection efficiency and the discriminator’s location
was applied to the experimentally elastic-only TOF spectrum,
and is necessary for comparisons with the simulations. Reference
(Daskalakis, 2015) outlines this method in further detail.

Calculations were normalized to the experimental data in the
same manner as in Section III and Eq. (4) was used to assess how
well the N¥'Fe evaluations performed. However, the range was lim-
ited from 1.4 MeV to 2.0 MeV due to an increase in the response
function’s statistical uncertainty (Daskalakis, 2015).

5.2. Energy dependent discriminator results

The results of applying the EDD, when combined with the I/E
ratios, may provide insight regarding the reaction that may be con-
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Fig. 12. Experimental data processed to consist of only elastic scattering and MCNP simulations for detectors positioned at 109° and 153°. Both the JEFF-3.2 and the JENDL-4.0
evaluations had good agreement at 109°, whereas the JEFF-3.2 evaluation had better agreement at 153°.

tributing to discrepancies between calculations and measure-
ments. As with the TOF FOM calculation, a sensitivity study was
performed, and all evaluations with a FOM within 1.4 of the best
fitting evaluation are considered statistically indistinguishable.
The graphite reference sample’s FOM was reassessed between
energies of 1.4 and 2.0 MeV. An average value of 1.8 was calcu-
lated, which indicates that the calculation and experimental data
have better agreement in this energy range than throughout the
entire ROI (0.5-20 MeV). This was expected because the total num-
ber of neutron counts was significantly higher for both scattering
and in-beam measurements that significantly reduced statistical
uncertainty for low count rates (Table 3).

The results show that the JEFF-3.2 evaluation had the best
agreement with the experimental data for ten of the twelve mea-
surements. The FOM was twice as low as the other evaluations
for this energy range. This result contradicts the total TOF FOM
results presented earlier; however, the differences between exper-
imental data and the JEFF-3.2 evaluation below 1 MeV contribute
to a larger FOM over the entire ROIL. These results are in agreement
with the I/E ratios, which do not favor any particular evaluation at
forward angles and show that at back angles all evaluations per-
form well. Figs. 11 and 12 show the elastic only scattering contri-
bution for two detectors.

6. Conclusion

Three unique analysis methods were demonstrated with the
NatEe scattering data: TOF measurement between 0.5 and
20 MeV, I/E ratios, and elastic-only scattering. Experimental data
were directly compared with MCNP simulations performed with
the ENDF/B-VIL1, JENDL-4.0, and JEFF-3.2 evaluations. Over the
entire ROI the TOF measurement assessed with the FOM had the
best agreement with the JENDL-4.0 evaluation. All the N¥Fe FOM
were larger than the graphite FOM, suggesting that improvements
to all iron evaluations may be made.

Experimental I/E ratios showed that the ENDF/B-VIL.1 evalua-
tion had the best agreement for energy bins between 1.4 and
2.0 MeV. However, when this result was used with the elastic only
data the results favored the JEFF-3.2 evaluation. Therefore, it is
important to use all the methods to isolate a particular energy
region or reaction to assess its accuracy. The energy resolution of
this experiment may be sufficient to constrain neutron widths
and spins of *°Fe resonances by using the experimental data and
methods presented here.

As a result of the above conclusions it seems that a combination
of the inelastic to elastic ratios of JEFF-3.2 and the total scattering
cross section and angular distribution from JENDL-4.0 could pro-
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duce an evaluation that will provide better agreement with this
benchmark.
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