NUCLEAR SCIENCE AND ENGINEERING - VOLUME 187 - 291-301 - SEPTEMBER 2017

© American Nuclear Society
DOI: https://doi.org/10.1080/00295639.2017.1312937

W) Check for updates

@ANS

Simultaneous Measurement of 2*°U Fission and Capture
Cross Sections From 0.01 eV to 3 keV Using a Gamma

Multiplicity Detector

Y. Danon,®** D. Williams,*" R. Bahran,** E. Blain,* B. McDermott,* D. Barry,” G. Leinweber,’

R. Block,” and M. Rapp®

“Rensselaer Polytechnic Institute, Gaerttner LINAC Center, 110 8th St., Troy, New York 12180
bNaval Nuclear Laboratory, P.O. Box 1072, Schenectady, New York 12301-1072

Received December 23, 2016
Accepted for Publication March 25, 2017

Abstract — The neutron microscopic capture cross section for *>>U is a critical parameter for the design and
operation of nuclear reactors. The evaluated nuclear data libraries of ENDF/B-VII.1 and JENDL-4.0 have
nearly identical values for the neutron capture cross section for neutron energies below 0.5 keV. In the most
recent release of the JENDL library the onset of the unresolved resonance region was changed from 2.25 keV
to 0.5 keV. In the energy region from 1.5 keV to 2.25 keV the average neutron capture cross section from
ENDF/B-VIL1 is about 10% higher than that from JENDL-4.0. In an attempt to address the discrepancies
between the libraries, a measurement of the neutron capture cross section of *>>U was conducted at the
Gaerttner LINAC Center located at Rensselaer Polytechnic Institute. This measurement used a 16-segment
y-multiplicity Nal(Tl) detector to detect the prompt gammas emitted from neutron interactions with a highly
enriched **°U sample. Using the time-of-flight method, detected events were recorded and grouped based on
the total gamma energy per interaction and observed multiplicity. A method was developed to separate fission
from capture based on total energy deposition and gamma multiplicity. Application of this method in the
thermal and resonance region below 0.5 keV for both the fission and capture produced cross sections that are
in good agreement with both ENDF/B-VII.1 and JENDL-4.0 evaluations. The measurements support a lower

233U neutron capture cross section in the energy range 0.5 to 2.25 keV, which is closer to JENDL 4.0.

Keywords — Capture, fission, > U.

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

Accurate nuclear data are required to reduce the uncer-
tainty in calculations for nuclear reactor design and criti-
cality safety applications. The improved computing
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capabilities for reactor calculations have elevated the
importance of nuclear data in the calculations. One such
example in which more accurate experimental data are
needed is the microscopic capture cross section of **°U
in the resolved resonance region and in the beginning of
the unresolved resonance region (URR). Otuka et al." ana-
lyzed several critical benchmarks that were sensitive to
kilo-electron-volt neutrons and found that a reduction of
the JENDL-3.3 **°U capture cross section was necessary
in order to improve the agreement between experiments
and calculations. In the most recent release of the JENDL
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library, the onset of the URR was changed from 2.25 keV
to 0.5 keV. In this energy region the average neutron
capture cross section from ENDF/B-VIL.1 (Ref. 2) is
about 10% higher than that from JENDL-4.0 (Ref. 3).
The JEFF-3.1.1 (Ref. 4) evaluated library is nearly iden-
tical to the ENDF/B-VII.1 library in this same region for
the neutron capture cross section for **°U. The present
measurement of the **>U neutron capture cross section
was conducted in an attempt to address the discrepancies
between the libraries. Researchers at Los Alamos National
Laboratory (LANL) and Lawrence Livermore National
Laboratory also identified these discrepancies and con-
ducted a new measurement of the neutron capture cross
section of 2°U (Ref. 5). Other recent work includes mea-
surements at the nTOF facilityé; however, it is not clear
what the impact of the nTOF measurements is in the
energy range in question.

In order to perform this measurement we avoided the
standard method of a sample contained in a fission cham-
ber used as a fission tag; instead, a method was developed
based on the measurement of gamma multiplicity and full
energy deposition.” This method enabled us to use a
thicker sample and thus helped reduce the uncertainty
associated with counting statistics. Using this method
both fission and capture reactions were simultaneously
measured by the same detector, a feature that removed
some of the uncertainties, as described in Sec. III.

I.A. Detection Concept

The goal of this work was to measure the 2°U
capture cross section from a few electron-volts to
~2 keV with good energy resolution. Methods for direct
capture measurement usually detected the capture gamma
cascade as an indication for a capture event. In a fissile
material this is complicated by emission of gammas from
fission events. A traditional way to overcome that pro-
blem is to contain the sample in a fission chamber that
provides a tag signal when fission occurs; this signal is
then used to veto the gamma measurement (see Ref. 6 for
example). Another method described in Ref. 8 used a
Gd-loaded scintillator to detect capture gammas and the
delayed absorption of the neutrons in Gd to detect a
fission event. A similar method was also used in Ref. 9
using a different detector geometry.

Reference 10 describes alpha measurements with the
Romashka-3 detector. In this work the ratio of capture to
fission cross section (alpha) was measured using a high-
efficiency segmented gamma detector that surrounds the
sample. Fission and capture reactions can be separated
based on their observed gamma multiplicity. The
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multiplicity of fission gammas (peaks at multiplicity 8 to
10) is higher than the multiplicity from a capture gamma
cascade (peaks at multiplicity 3 to 4) and was used to
separate the two reactions. The difficulty of such methods
is treatment of the overlap regions between the multiplicity
distributions that span multiplicities 2 through 8. In Ref. 10
alpha values were extracted up to to 32 eV.

The idea in the current work was to explore the possi-
bilities of using a high-efficiency gamma multiplicity detec-
tor to distinguish fission from capture events; preliminary
results of this work were presented in Ref. 7. Several aspects
of the multiplicity detector can help; in order to detect
prompt fission gammas with no contribution from capture
gammas, the total gamma-cascade energy deposition above
the **°U binding energy (~6.55 MeV) was measured. Below
this energy both fission and capture gammas were recorded
by the detectors; however, the detected multiplicity (related
to number of gammas emitted) was higher for a fission
event compared to a capture event. Thus, it was possible
to correct the mixed data by subtracting the contribution
from fission. The difference between the current work and
Ref. 10 is that in the current work the total deposited gamma
energy was used to separate fission from capture reactions.
The gamma multiplicity was used to improve the separa-
tion. This method enabled capture and fission yield mea-
surements up to neutron energy of 3 keV; more details are
given in Sec. III. In Ref. 5 a fission chamber was used to
normalize the measured fission and capture yields, but in the
current work the normalization to ENDF/B-VII.1 was done
using two different energy regions, described in more detail
in Sec. IIL.

A possible limitation of the current method is sensi-
tivity to fluctuations in the fission gamma cascade as a
function of the incident neutron energy. In the method
described here, fission was detected by setting a threshold
of ~8 MeV for total gamma energy deposition. This
fraction of the gamma energy can possibly change as a
function of the neutron kinetic energy or resonance spins
and can translate to fluctuations in the observed fission
cross section. However, this work focused on incident
energies below 3 keV, which is a small change in the
neutron kinetic energy compared to the binding energy. In
addition, for U the fission cross section in this range is
well known, and the new fission measurement was com-
pared to evaluations to quantify these effects.

Il. EXPERIMENTAL SETUP

The present measurement was conducted at Rensselaer
Polytechnic Institute (RPI) using the time-of-flight (TOF)
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method and the electron linear accelerator (LINAC) at the
Gaerttner LINAC Center. The water-cooled tantalum
target'" emitted 6 x 10! neutrons/s approximately isotro-
pically. A 16-segment Nal(Tl) y-multiplicity detector
located at the 25-m experimental station was used for the
measurement. A 5.08-cm-diameter collimated neutron
beam passed into the center of the detector through an
on-axis cylindrical air gap. The sample location was geo-
metrically centered within the 16 crystal segments at a
distance of 25.56 m from the neutron production target.
There was a 1.0-cm-thick annular B4C liner enriched to
99.5 at. % in '"°B between the central beam path and the
Nal(TI) segments. The function of this liner was to mini-
mize low-energy neutrons scattering from the sample and
then interacting with the detector segments. The details of
the multiplicity detector can be obtained from previously
published articles.'>'® Events that passed the required
energy thresholds of 300 keV in at least one segment and
a total y energy of 360 keV in the detector were recorded.
Each event was categorized with the following tags: TOF
channel, multiplicity (1 to 15), and y energy group (up to
four groups). The multiplicity detector is shown in Fig. 1 as
a cutaway view displaying the key features of the detector.

The experimental configuration for the LINAC and the
data acquisition system were optimized for the desired energy
range of the measurement. Considerations included obtaining
the desired neutron flux, preventing neutron overlap between
LINAC pulses, and resolving the width of the resonances
being measured. Experiments in two energy ranges were
performed, one covering the range from 0.01 eV to 40 eV

16 Nal(TI)
Segments

B,C liner
99.5 atom% *°B

Neutron
Beam

Fig. 1. Cutaway image of multiplicity detector showing
the B,4C liner positioned between the neutron beam path
and the 16 Nal segments. Each segment was connected to
a photomultiplier tube (PMT). The sample location is in
the center of the detector, creating an approximate
4n geometry.
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and the other from 10 eV to 3 keV. The low-energy-range
experiment was done first because the cross sections of
235U are well known in this energy region and the method
could be validated. The experiment in the high-energy range
required a correction for scattered neutrons that penetrated
the "’B4C liner and were captured in the Nal detector. A
correction for these so-called false-capture events was devel-
oped and is described in Sec. III.

For the low-energy range the following configuration
was selected: enhanced thermal target,'* 0.125 cm of Pb
in beam, a pulse repetition rate of 25 pulses per second,
and a pulse (burst) width of 500 ns.

For the high-energy range the following configura-
tion was selected: bare bounce target,'' 0.3175 cm of
Pb and ~0.05 a/b B4C overlap filter in beam, a pulse
repetition rate of 225 pulses per second, and a pulse
(burst) width of 15 ns.

I.LA. Samples

The samples for the experiment consisted of multiple
1.27-cm- (0.5-in.)-diameter metallic uranium disks enriched
to 93.33 £ 0.03% in >°U with nominal thickness of
0.011 cm. An isotopic analysis was conducted on three
representative disks to determine the enrichment, as given
in Table I.

Two samples were used for this experiment, as
detailed in Table II; for the low-energy experiment a
thin sample was needed due to the high fission and
capture cross sections of **°U. The low-energy sample
included nine discs arranged in a sample can measuring
5.04 cm in diameter. For the high-energy experiment the
sample had about eight times larger mass and included
nine stacks of eight disks each in the sample can. The
arrangement of 2*>U stacks, wrapped in aluminum foil, in
the sample can is shown in Fig. 2. An empty can with an
equal amount of aluminum foil was used to measure the
background from Al capture.

TABLE I

Averaged U Isotopic Enrichment of the
Three Disks That Were Assayed

Isotope Weight Percent
By 1.087 = 0.016
25y 93.334 + 0.034
By 0.1266 + 0.0018
B8y 5.452 + 0.021
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TABLE 11
The U Samples Used for This Measurement
Number of Mass Atomic Density
Experiment U Disks (2) (a/b)
Low energy 9 2.4 0.00054 £ 0.00002
High energy 72 18.9 0.00436 + 0.00002

Fig. 2. A view of the U sample used for the high-energy
measurement. (a) Nine stacks of eight disks with a total
mass of about 18.9 g of U (see Table II). (b) The cover
that closes the aluminum can.

11.B. Detector Settings

The RPI multiplicity detector is capable of record-
ing the number of segments of the detector that were
hit with energy above a threshold (300 keV for this
experiment) and provides the total energy deposited in
four groups of energy as described in Table III. The
detector was energy calibrated using different gamma
sources to make sure it covered the whole energy range
up to about 12 MeV. An example of the pulse height
spectra and several discrimination settings is shown in
Fig. 3. These data show good spectroscopic quality for
such a large scintillator (resolution of about 11% at the
2.5 MeV ®°Co sum peak) and the ability of the system

10° 3
] —— Non Gated
Cs-137
( 682 keV) —— Gated 360 keV
10* 4 ’9 Co-60 Sum Peak —— Gated 650 keV
(2.5 MeV) - Gated 2 MeV
—— Gated 8 MeV
PuBe Peak

(4}4 MeV)
Nal Capture Peak
(6.8 MeV)

Counts

y Energy [MeV]

Fig. 3. Gamma calibration spectra recorded as a sum of
the 16 segments of the detector; the plot also shows
several gated spectra that illustrate different discrimina-
tion points that were used for testing.

spectrum was gated by the discriminator output from
the detector system.

11.C. Data Collection

For the low-energy experiment about 6.4 h of #*°U
data and 1.7 h of empty can (background) data were
acquired. A 2.54-mm-thick, 98.1 at. % enriched '°B,C
sample was measured in order to obtain the neutron
energy-dependent flux shape by recording the 478-keV
gamma from neutron absorption in '°B. For the high-
energy experiment about 25.3 h of **°U data and 4.3 h
of empty can (background) data were acquired. The
data were collected in multiple files representing
about 10 min of data collection each, which facilitated
a statistical analysis on the quality of the data and
dependence on the neutron beam stability. Three **°U

to discriminate at different thresholds when the  fission detectors recorded neutron beam monitor data at
TABLE 111
Detector 4 Energy Group Settings for the Low- and High-Energy Experiments
Low Energy High Energy
Group Energy (MeV) Description Energy (MeV) Description

1 2to 4 Capture + fission <0.36 Discarded

2 4t06 Capture + fission 0.36 to 0.6 Scattering

3 6to8 Capture + fission 2to8 Capture + fission

4 >8 Fission >8 Fission
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an 8-m flight path. These monitors were used for the
statistical check (comparing ratios of multiplicity
detector count integral to monitor count integral) and
also for normalization of the data to ensure fluctuations
in neutron production by the LINAC were removed
from the data.

IIl. DATA ANALYSIS

The measured data were saved in multiple files and
were subject to statistical analysis to ensure that the
multiplicity detector and the beam monitors tracked
each other and to identify any anomalous data. If a data
set deviated significantly from the other sets it was
removed from the analysis. Next the data were dead-
time corrected and summed for both the ***U and the
empty can samples; this sum preserved the 16 multiplicity
in four energy groups as recorded by the detector.

First the low-energy experiment was analyzed by
summing the data over the 11.7-eV and 13.4-eV reso-
nances, which are predominately capture and fission,
respectively, to obtain the multiplicity distribution. The
distributions are plotted in Fig. 4 for different energy
groups. For fission events the peak multiplicity at the
high-energy bin (corresponding mostly to fission) is
about 8, and it decreases as the total gamma energy
deposition decreases. Contamination from capture is
evident in the 2 to 4 MeV energy group where the
multiplicity peaks at 3. For capture events the peak
multiplicity is about 4 for the 4 to 8 MeV energy

G e e L G| (R e [ I (.
Fission
—a— 2-4 MeV/|q
e 4-6 MeV
& 6-8 MeV|q
—v—>8 MeV

A S et SRS

8 9 10 11 12 13 14 15

I I I I (I:aptl.lure I

—a— 2-4 MeV|1
=—4-6 MeV
+— 6-8 MeV/|

—=—> 8 MeV

— - -
T T

6 7 8 9 10 11 12 13 14 15
Multiplicity

Fig. 4. Measured gamma multiplicity distribution of cap-
ture and fission obtained from (a) the 13.4-eV and (b) the
11.7-eV resonances in 2>>U. The counts for each multi-
plicity were normalized to the multiplicity sum over all
energy groups.
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range. Note that because the 11.7-eV resonance
includes a small amount of fission, some nonzero prob-
abilities (peaking at multiplicity 8) are visible in the
capture data for the >8 MeV bin. The 2 to 4 MeV bin
seems to have similar multiplicity for predominately
fission or capture resonances; however, it is an impor-
tant bin because a large fraction of the counts are in
this bin.

For the low-energy experiment, capture rates were
calculated by summing multiplicities 1 to 5 for the 2 to
4 MeV and 4 to 6 MeV energy groups. Fission was a sum
of multiplicities 5 through 15 in the >8 MeV group. For
the high-energy experiment, capture was a sum of all
multiplicities from the 2 to 8 MeV group and similarly
fission for the >8 MeV group.

In the high-energy experiment the scattering group
contained mostly events resulting from scattered neutrons
that interacted with the B4C liner and the subsequent
detection of the 478-keV vy ray emitted from the
9B(n,a))’Li* reaction.

Ignoring multiple scattering in the sample, the prob-
ability Y, that interaction x of a neutron of certain energy
will occur in the sample, termed the yield, is given by

Eq. (1):

o
Y, =(1—eNo)y=X | 1
(1= (1
where
N = number of atoms per barn in the sample

o, = microscopic cross section for interaction x
(x = capture or x = fission)

o, = total microscopic cross section.

Equation (1) is the theoretical yield for an interaction and
shows the dependence of the yield on the microscopic
cross section. The experimental yield of a particular reac-
tion Y in each TOF channel was calculated from

Eq. (2):

Rs — Ry
¢ )

exp __
Yor =

(2)

where Rg and Rp are the dead-time-corrected, beam-
monitor-normalized count rates for the sample and back-
ground, respectively, and ¢ is the smoothed,
background-subtracted flux shape. The fission yield
was calculated by using the experimental data from the
fission group and normalizing it to a calculated yield
determined from ENDF/B-VII.1 at a particular energy or
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resonance. The fission yield Y, for all remaining
energies was calculated from the experimental yield as
shown in Eq. (3):

Y=k, G)

where k; is a constant that includes the flux normal-
ization and detection efficiency. The present measure-
ment technique for determining the capture yield relies
on removing the correct amount of fission events from
the capture-fission group. The capture yield was consid-
ered as a linear combination of the capture-fission group
and the fission group. The expression for the capture
yield, Y,, is shown in Eq. (4), where k, and k3 are the
coefficients for the linear combination:

Y, = kYl — ksk Y7 (4)

The coefficients &k, and k3 were found by simultaneously
solving Eq. (4) as a system of two equations by using
ENDF/B-VII.1 values at two well-known energy regions
(or resonances). This method for the simultancous mea-
surement of the neutron capture and fission cross section
was first tested by applying it to the low-energy experiment
in the neutron energy range between 0.01 eV and 40 eV. At
neutron energies below 600 eV the B4C liner did an excel-
lent job (>99%) of minimizing scattered neutrons reaching
the Nal(Tl) segments. As the incident neutron energy
increased, the liner efficiency decreased. With the decreas-
ing efficiency of the boron liner, the probability of a scat-
tered neutron passing through the liner and interacting with
the y-multiplicity detector increased. The interaction of
concern was a capture event by the iodine in the Nal
crystals (shown in Fig. 3 as 6.8 MeV peak). When such a
capture event occurred in the detector volume, the emitted
vy rays deposited energy in the Nal scintillator and the
interaction was detected. When the deposited y energy
was greater than 2 MeV, the event was recorded in the
capture-fission energy group. These events were designated
as “false capture” and treated as a background in the
capture spectra. The removal of this background was repre-
sented by including another term in the expression for the
capture yield as shown in Eq. (5), where f. is the false
capture fraction and Y; is the scattering yield:

Yy =hkV;" — ki Y[ — f.Y,. (5)

In most previous capture experiments using the y-multi-
plicity detector at RPI, the background from false capture
was kept negligible by limiting the incident neutron
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energy analyzed to less than 600 eV. The present mea-
surement was the first time that the false capture back-
ground was characterized in detail and a process for its
removal performed. Since Eq. (5) depends on the scatter-
ing yield and this interaction was the most difficult to
measure, the scattering yield was replaced by
Yy =Y, — Y, — Yy, where the total yield Y, is the sum of
the yields from all interactions. Making the substitution
for Y, in Eq. (5), substituting for ¥, from Eq. (3), com-
bining like terms, and solving for the capture yield in
TOF channel i gives the expression shown in Eq. (6):

kXS — (s — Lk Y — £,
Yi 1 _fc,-

(6)

In Eq. (6), the capture yield is determined as a function of
experimental yields from the capture-fission and fission
groups, the normalization coefficients, the total yield, and
the false capture fraction. The capture yield in Eq. (6)
was bounded by the total yield. Since both the fission
yield and the total yield for **°U are well known at the
energies measured in this experiment, any change in the
value of the capture yield should not result in a change in
the fission or total yield. This implies that the interaction
that was allowed to change was the scattering yield; thus,
to keep the evaluated total and fission yield unchanged, a
new scattering yield is given by Yy =Y, — ¥y — V).

The last variable in Eq. (6) that required examina-
tion was the false capture fraction f.. The false-capture
fraction was initially investigated by performing simula-
tions with MCNP-Polimi'® in order to track the
y ray production and energy deposition on a particle-
by-particle basis. The simulated, energy-dependent false
capture fraction was sensitive to the capture cross sec-
tions for iodine and varied depending on the nuclear
data evaluation used. In order to improve the analysis,
the false capture fraction was examined through experi-
ments with carbon and lead samples. These materials
were good samples to experimentally determine the
impact of the false capture background because their
primary interaction was scattering, their scattering
cross sections were generally constant over the energy
range of interest, and their capture cross sections were
very small. The false capture fraction as a smoothed
function of neutron energy is presented in Fig. 5. This
function was determined from flux-normalized lead data
measured during a separate neutron scattering experi-
ment. The parameters used to collect the lead data
were the same as those used for the capture-fission
group in the **°U experiment. The false capture fraction
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Fig. 5. False capture fraction f, as a smoothed function
of neutron energy. This function represents the fraction of
the scattered neutrons that were recorded in the capture-
fission energy group. The scattering experiment used the
same parameters as the >°U experiment but substituted
lead as the sample.

was then used in Eq. (6) to determine the capture yield.
As expected, the false capture fraction was less than
1% at neutron energies below 600 eV. At neutron ener-
gies near 1 keV, the false capture fraction was 2.5%.
The value of f. continued to increase until it reached a
maximum of ~13% at neutron energy of ~18 keV.

It is also important to consider the interaction of the
mostly fast fission neutrons with the large Nal detector.
These interactions will produce gammas that can be
detected. The interaction of the fast neutrons will occur
several tens of nanoseconds after a fission event took
place and will be within the 500-ns coincidence time of
the multiplicity detector. The normalization factor
k3 takes this into account in the fission yield shape sub-
tracted from the capture + fission yield.

IV. RESULTS

A test of the measurement technique was applied to
235U data obtained from an experiment conducted at
neutron energies that covered the range of 0.01 to
40 eV. This energy region provided two advantages for
a test of the measurement technique: The cross sections
for both fission and capture were well known, and the
boron liner effectively minimized scattered neutrons
entering the detector volume. The fission group
(>8 MeV) was normalized at the ENDF/B-VII.1 thermal
point energy of 0.0253 eV to determine the constant k.
From this normalization, the measured fission data were

NUCLEAR SCIENCE AND ENGINEERING - VOLUME 187 - SEPTEMBER 2017

compared with the calculated yield performed with
the shape-fitting code SAMMY 8 (Ref. 16) and
ENDF/B-VII.1 (Ref. 2) resonance parameters. Since
the samples used in the experiment were not considered
thin, a neutron that was initially scattered could have
had a secondary interaction within the sample. The
SAMMY code accounted for the multiple scattering in
the sample and the experimental resolution function
effects.

In order to determine the coefficients k, and k3, the
thermal point (0.0253 eV) and the area under the
11.7-eV resonance were chosen to normalize the data.
This resonance was chosen because it is one of the
resonances with lowest contribution from fission. The
capture yield was also calculated using SAMMY using
ENDF/B-VII.1 resonance parameters, and this calcula-
tion was used for the normalization. The measured
yield and the calculated yield agree very well, as seen
in Figs. 6 and 7.

As a verification of the fission normalization, the inte-
gral from 7.8 to 11 eV (recommended by the standards
group'”) was calculated for the fission yield; the ratio of
SAMMY calculation to experiment was found to be

Fission Yield

¥, Exp.
Y, SAMMY|

01

0.01 0.1 1 10

(b)

Capture Yield

Energy [eV]
(d)
Fig. 6. The graphs depict the excellent agreement between
(a) and (b) measured fission and (c) and (d) capture yields
and the calculated yields for >*°U in the thermal region. The
thermal point was used for the normalization of the experi-
mental values. The binned residuals are plotted below each
yield plot; the uncertainty used in the residuals plots is
dominated by the systematic uncertainty of ~2%.
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Fig. 7. For both (a) and (b) fission and (c) and (d) capture
yields, the plots show good agreement between experi-
mental yields and calculated yields for >*°U in the neutron
energy range from 1 to 40 eV. The 11.7-eV resonance was
used as the second normalization point for the measured
capture yield. Resonances from impurities of >**?*%U are
also shown; they were included in the SAMMY calcula-
tion. The residuals in bins of 10 eV are plotted below each
yield plot; the uncertainty used in the residuals plots is
dominated by the systematic uncertainty of ~2%.

0.98 £ 0.02. The ratio of the integral of the capture experi-
ment and SAMMY yields between 0.0253 eV and 20 eV
was found to be 1.00 + 0.03. The uncertainty of the ratios
reflects the systematic normalization uncertainty. These
ratios indicate that once the measured fission and capture
yields were normalized at the thermal point, they were both
in excellent agreement with the ENDF/B-VII.1 evaluation.

The results from the low-energy measurement are an
indication that this method works very well and provides
accurate fission and capture data using only gammas
from fission. The good agreement between experiment
and evaluation also shows that, within the accuracy of
this measurement, energy-dependent fluctuations in the
capture or fission gamma multiplicity and energy spectra
were not observed.

Based on the good agreement between measured and
calculated yield in the thermal region and low-energy
resonances, the technique was extended to measurements
at higher energies. The technique was improved with the
additional steps for removing the false capture back-
ground. The well-known resonances used for the
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normalization and determination of the coefficients 4,
and k3 for the higher energy experiment were 11.7 eV
and 19.0 eV. The data were recorded with sufficient
energy resolution to clearly resolve the resonance struc-
ture in the energy range from 10 eV to 2.25 keV. The
result of the fission measurement with a comparison to
the SAMMY calculation in the energy range from 400 to
500 eV is presented in Figs. 8a and 8b. The fission
measurement showed excellent agreement with the cal-
culation from SAMMY based on ENDF/B-VIL.1. The
capture measurement and calculation are displayed in
Figs. 8c and 8d. The experimental capture yields seem
to be in good agreement with the SAMMY calculation
but clearly are not as good as the fission yields.

A comparison for a higher energy range from 500 to
700 eV is shown in Fig. 9. While fission is in excellent
agreement with the evaluations, the experimental capture
result was clearly lower than the calculated yield.

To highlight the differences at higher energies the
measured and calculated yield were grouped (averaged)
into wide energy bins. To compare the two above the
resonance region, MCNP 6.1 (Ref. 18) was used, because
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Fig. 8. (a) and (b) Fission and (c) and (d) capture yields
for a small energy range compared to the SAMMY calcu-
lated fission yield based on ENDF/B-VII.1. The experi-
mental results were in excellent agreement with the
calculation for the fission yield and in good agreement
with the capture yield. The residuals in bins of 10 eV are
plotted below each yield plot; the uncertainty used in the
residuals plots is dominated by the systematic uncertainty
of ~2% for fission and 3% for capture.
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Fig. 9. (a) and (b) Fission and (c) and (d) capture yields
from 500 to 700 eV compared to the SAMMY calculated
fission yield based on ENDF/B-VIIL.1. The experimental
results were in excellent agreement with the calculation
for the fission yield; however, the measured capture yield
is lower than the SAMMY calculated yield. The residuals in
bins of 25 eV are plotted below each plot; the uncertainty
used in the residuals plots is dominated by the systematic
uncertainty of ~2% for fission and 3% for capture.

it simulated the multiple scattering and resonance self
shielding. The MCNP yield was calculated on the same
energy grid as the experiment and SAMMY calculation
and was verified to agree with SAMMY below 500 eV.
The experiment and calculations are presented in Fig. 10.
Yields calculated from the ENDF/B-VII.1 and
JENDL-4.0 evaluated libraries were included on the
grouped capture and fission yield plots for comparison
with the experimental values. The experimental results
for the grouped capture yield for »°U were consistently
lower than the calculated yield based on ENDF/B-VII.1
in the region between 0.3 and 2.25 keV.

A zoomed plot of the capture yield shown in Fig. 11
illustrates the differences in the energy range of 0.5 to
3 keV. JENDL 4.0 is in good agreement with the
experimental data, while the experiment is lower than
ENDF/B-VII.1 in the entire region.

IV.A. Uncertainties

There were a number of factors that contributed to
the overall uncertainty of the experimental results,
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mined experimentally compared to the calculated yields
based on both ENDF/B-VII.1 and JENDL-4.0. For fission
the agreement is very good; for capture the experimental
values generally lie lower than the ENDF/B-VII.1 calcula-
tions, in better agreement with the JENDL-4.0 evaluation.
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Fig. 11. A zoomed view of the capture yield illustrates
the differences between the experiment and evaluations
in the energy range from 0.5 to 3 keV.

including counting statistics, normalization values, and
the correction for false capture. The plotted experimen-
tal uncertainties for the fission and capture yields
included the normalization uncertainty. Another source
of uncertainty for the high-energy measurement was the
false capture correction. An uncertainty of about 30%
was estimated and propagated to the uncertainty in the
capture yield. The correction itself was about 5% at
1 keV and 40% at 3 keV. The plotted error bars inclu-
ded all the uncertainties in this measurement. The
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overall uncertainty is dominated by the normalization
uncertainty and was found to be 2% for the fission and
low-energy capture yields and 3% for the high-energy
capture yield.

It is important to note that simultaneous measure-
ment of the fission and capture yields has several
advantages, especially when the fission cross section
is well known. The agreement between the measured
and calculated fission yield in the resonance region
helps to verify the energy resolution function used in
analysis. The agreement over the entire energy range
from a few electron-volts to 3 keV validates that the
flux shape used for the analysis is correct. The yield
enhancement due to multiple scattering in the upper
kilo-electron-volt region is similar for fission and
capture, equals 8% at 500 eV, and reaches 13% near
3 keV; however, it is taken into account by MCNP
and SAMMY.

V. SUMMARY AND CONCLUSIONS

The present measurement of the capture yield for
235U supports a new value for the neutron capture cross
section that is lower than the values in ENDF/B-VII.1
in the energy range between 0.6 and 2.25 keV. This
observation is similar to results obtained by Jandel
et al.’

Simultaneous measurements of fission and capture
yields help to quantify uncertainties associated with the
neutron flux shape, energy resolution, and multiple
scattering, which are needed for the analysis and inter-
pretation of the experimental yield.

The use of a high-efficiency gamma detector for
this measurement demonstrates that in the case of *°U
the sensitivity of the method to fluctuations in the
fission gamma cascade is substantially lower than the
uncertainty in the measurement. Such a method
enabled us to complete the measurement without the
use of a fission chamber.

It will be interesting to attempt this method with
239py, where stronger fluctuations in the gamma
cascade might be expected due to larger fluctuations
of nubar as a function of the incident neutron energy.
An interesting experiment was performed by the
LANL group,'® but a fission detector was used for
tagging.

The main limitation of the RPI multiplicity detector
is sensitivity to scattered neutrons. The effect was quan-
tified and corrected for; however, as scattering increases
with incident neutron energy, the correction becomes
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larger. This effect prevented extension of the capture
measurement above an incident neutron energy of
3 keV. For fission, a gamma energy deposition threshold
of 8 MeV was used; thus, false capture events were not
recorded, and it was possible to extend the fission yield
measurement to energies above 3 keV.

An early version of this data analysis®® was fitted
with SAMMY and was used to form a preliminary eva-
luation that showed improvements between simulations
and experiments of the ZEUS benchmarks®!; however, a
revised evaluation should be used in order to firm the
conclusion of Ref. 21. For this early version a uniform
uncertainty of 8% was assumed for the capture yield at all
energy points. The analysis here uses slightly different
data reduction equations and full uncertainty propagation.
The main conclusion shown in Fig. 11 remains the same:
ENDEF/B-VII.1 overpredicts the capture cross section.

To summarize the results, the ratios of evaluation
to experimental yield integrals in the energy bin struc-
ture of the 2>°U fission standard'’” were calculated. To
accommodate the URR in JENDL 4.0, which starts at
500 eV, the calculations were done using MCNP. In
the resolved resonance region the JENDL 4.0 and
ENDF/B-VII resonance parameters are identical. The
fission ratios given in Table IV are generally within
the experimental uncertainty of 2% of unity, while the
capture ratios show deviations that are much larger
than the 3% uncertainty of the experiment.

TABLE IV
Ratios of Evaluation to Experimental Yield Integrals*
ENDF/B-VII.1 JENDL 4.0

Enegy (eV) Y, Y. Y, Y.
0.0253 to 9.4 0.98 1.00 0.98 1.00
7.8 to 117 0.98 1.00 0.98 1.00
9.4 to 150 1.02 1.04 1.02 1.04
150 to 250 1.01 1.06 1.01 1.06
250 to 350 1.03 1.04 1.03 1.04
350 to 450 1.03 1.11 1.03 1.11
450 to 550 1.03 1.16 1.00 1.01
550 to 650 1.01 1.16 1.02 0.87
650 to 750 1.02 1.16 1.03 0.91
750 to 850 1.01 1.15 1.01 0.95
850 to 950 0.98 1.16 0.99 0.97
950 to 1500 1.00 1.23 1.01 1.03
1500 to 2500 1.02 1.48 1.01 1.03

*The uncertainty of the fission and capture yields is 2% and
3%, respectively, with exception of the first two values, where
the capture uncertainty is 2%.

*For comparison with the standards integral from 7.8 to 11 eV.
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