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Abstract — Neutron scattering from a copper sample was measured at Rensselaer Polytechnic Institute 
utilizing the quasi-differential method. The measurement spanned the energy range from 0.5 to 20 MeV 
using the high-energy scattering system and from 2 keV to 0.5 MeV using the new mid-energy scattering 
system. Copper was selected as a material of interest to measure due to large discrepancies between 
experiments and simulations of the Zeus benchmark. The Zeus benchmark consists of a copper reflected 
highly enriched uranium system, and the angular distribution of copper scattering was thought to poten
tially be the cause of the discrepancy. The copper measurements found differences in the scattering response 
particularly in the incident energy region from 1 to 2 MeV for the high-energy measurement and from 2 to 
4 keV in the mid-energy system. These differences are particularly noticeable at angles near 90 deg in the 
high-energy system and back angles in the mid-energy system. Additionally, for ENDF/B-VIII.0 there is 
a large discrepancy at the forward angle in the energy range around 0.5 MeV. For these reasons, a new 
evaluation of copper scattering utilizing these results is recommended and perhaps could help to improve 
the agreement with the Zeus benchmarks.
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I. INTRODUCTION

Accurate simulation and modeling of nuclear systems 
comprise an integral part of many aspects of nuclear power 
and engineering including reactor simulations, criticality 
safety, nuclear safeguards, and nonproliferation. These 
simulations rely on a combination of theoretical models 
and nuclear data in order to accurately simulate nuclear 
systems. Therefore, having nuclear data with low uncer
tainty is essential to the accuracy of the simulation codes.

Nuclear data are contained in evaluated nuclear data 
files that are generated by different evaluations around 
the world. Some of the most prominent evaluations are 

the Evaluated Nuclear Data File1 (ENDF), maintained by 
the Cross Section Evaluation Working Group; the Joint 
European Fusion Fission (JEFF) library,2 maintained by 
the European Nuclear Energy Agency; and the Japanese 
Evaluated Nuclear Data Library3 (JENDL), maintained 
by the Japanese Nuclear Data Committee. While these 
libraries are often in agreement on their evaluations, there 
are many times where the different evaluation projects 
produce differing nuclear data for a given isotope or 
reaction.

In an attempt to assist in determining which library is 
most accurate and provide data for future evaluations, the 
quasi-differential scattering method was developed at 
Rensselaer Polytechnic Institute4 (RPI). This method 
relies on performing a neutron scattering measurement *E-mail: blaine2@rpi.edu
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and comparing it with detailed simulations of the experi
ment in order to determine which nuclear data library 
used in the simulations most accurately represents the 
experimental data. Additionally, the comparison can pro
vide information in regions where none of the evaluations 
accurately model the data to identify areas that could be 
improved in future evaluations.

This method has previously been used for Fe, Be, 
Mo, Zr, and Pb (Refs. 5 through 8), and recently, an 
experiment using 238U (Ref. 9) was used by the 
International Atomic Energy Agency to assist with its 
new evaluation of 238U scattering.10 This methodology 
has been extended to lower-energy neutrons using 
A Multi Angle Neutron Detection Array (AMANDA) to 
extend the low energy of the measurement range from 
0.5 MeV to 2 keV. An experiment was performed using 
these systems to investigate the neutron scattering from 
a natural sample of copper.

Copper was selected as a material of interest primar
ily because of its importance in specific critical bench
marks. Critical benchmarks are experimental systems that 
precisely measure the criticality of a system. Detailed 
simulations of these benchmarks are compared to the 
experimentally measured values and are used as part of 
the validation of simulation codes and nuclear data 
libraries. However, when an update is made to either 
the nuclear data or the simulation physics, sometimes 
certain benchmarks do not perform accurately.

In the most recent ENDF/B-VIII.0 evaluation, the 
simulations of the Zeus benchmarks performed poorly.11 

The Zeus benchmarks consist of a copper reflected highly 
enriched uranium (HEU) system.12 In the Zeus 1 bench
mark, the copper plates are interspersed with graphite, 
and in the Zeus 6 benchmark, the copper plates are 
interspersed with steel plates. The Zeus 5 benchmark 
has stacked HEU plates and a copper reflector. The 
Zeus 5 and Zeus 6 benchmarks are fast spectrum bench
marks, and the Zeus 1 benchmark is an intermediate 
spectrum benchmark. The differences in the benchmark 
and the simulation were thought to have occurred due to 
uncertainties in the scattering cross sections and particu
larly in the angular distribution of copper scattering.11

A sensitivity study was performed on the Zeus bench
marks using the DICE code13 and showed which cross 
sections are most sensitive in which energy regions, 
shown in Fig. 1 for 63Cu and Fig. 2 for 65Cu. The sensitivity 
represents the change in keff , the criticality of the system, for 
the benchmark relative to a change in the respective cross 
section of the material in the simulation. Larger sensitivities 
correspond to materials of significance within the bench
mark. This clearly shows that the most sensitive copper 

cross section for this benchmark is the scattering cross 
section and that there is high sensitivity particularly in the 
region around 1 MeV. Therefore, a new, more accurate, 
measurement of scattering from copper will help in con
straining the copper scattering response, and if large devia
tions are found between the simulation and the experiment, 

Fig. 1. The sensitivity of the Zeus 1, Zeus 5, and Zeus 6 
benchmarks to the scattering and capture cross sections 
for 63Cu. This highlights a very high sensitivity to the 
scattering cross section indicating that changes to the 
scattering cross section will cause greater impact than 
changing the capture cross section. 

Fig. 2. The sensitivity of the Zeus 1, Zeus 5, and Zeus 6 
benchmarks to the scattering and capture cross sections 
for 65Cu. This highlights a very high sensitivity to the 
scattering cross section indicating that changes to the 
scattering cross section will cause greater impact than 
changing the capture cross section. 
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information can be obtained about how the nuclear data may 
be improved to reduce the difference in the benchmark.

II. METHOD

The quasi-differential scattering method compares an 
experimental measurement with detailed simulations, uti
lizing different nuclear data libraries, in order to accu
rately determine which evaluation best matches the 
experiment. A carbon sample, the cross sections and 
angular distributions of which are well known, is mea
sured in addition to the sample of interest. The carbon 
sample is used to validate the method as well as to 
calculate the normalization value between the experiment 
and simulation. Additionally, the comparison between the 
measured sample and simulations gives insight into 
which energy regions of the cross section and angular 
distributions can be improved in future nuclear data 
evaluations.

In order to accurately simulate the experiment, there 
are three key components that need to be well known: the 
experimental geometry, the incident neutron flux from the 
accelerator beam, and the detector response or efficiency. 
These have been determined for both experimental sys
tems and are detailed below.

II.A. Geometry

Accurate representation of the experimental geometry 
is essential for a comparison between the experimental 
measurement and the simulation. One of the most important 
features for the simulation is the neutron beam travel from 
the neutron-producing target to the scattering sample. This 
includes the beam collimation and transmission through any 
beam filters that were used in the experiment. Both the high- 
energy (mega-electron-volt) measurements and mid-energy 
(kilo-electron-volt) measurements had a well-collimated 
beam resulting in a 3-cm beam radius at the sample. For 
the mid-energy measurement, the beam filters included 
a 0.794-cm-thick (5/16-in.-thick) B4C overlap filter in 
order to remove thermal region neutrons from the previous 
accelerator pulse and 0.635 cm (0.25 in.) of lead in order to 
reduce the gamma flux incident on the sample. For the high- 
energy run, there was no need for an overlap filter, and for 
the gamma filter, 1.905 cm (0.75 in.) of 238U was used. In 
addition to the beam filters and collimation, accurate mod
eling of the sample as well as scattering materials around the 
sample is necessary. These include the walls, floor, central 
beam pipe, and experimental table, all of which contribute 
to the scattered signal at the detector location.

II.B. Incident Flux

Accurate simulations of the experimental system rely 
heavily on knowing the flux incident on the scattering 
sample. In order to determine the incident flux, 
a measurement was made at the scattering sample posi
tion using a 235U fission chamber. Since the fission cross 
section of 235U is well known, the flux shape can be 
determined from the measurement using Eq. (1):

ϕðEiÞ ¼
Ci � B0

N � σ235ðEiÞ � trigs � ηi � ΔEi
; ð1Þ

where 

Ci = counts from the fission chamber in time- 
of-flight bin i

B0 = constant room background

N = number density of 235U

σ235ðEiÞ = 235U cross section

trigs = number of accelerator start triggers

ηi = detector efficiency

ΔEi = width in energy of the corresponding 
time-of-flight bin i.

While the detector efficiency of the chamber is 
unknown and it is therefore impossible to get the absolute 
flux, the simulations only require the flux shape, which 
can then allow the simulations to be normalized to the 
experimental results.

Two separate measurements were performed in order 
to obtain the incident flux for the high-energy and mid- 
energy systems and can be found in the Ref. 14 for the 
high-energy system and in Fig. 3 for the mid-energy 
system. The count rate in the detector is corrected for 
dead time and background and by the transmission of the 
neutron beam through the various beam filters in the 
measurement in order to obtain the flux at the neutron 
source location. This allows for different beam filters to 
be used between the flux measurements and the experi
ment as long as the experimental beam filters are accu
rately modeled.

II.C. Efficiency

In addition to accurate geometry and flux for the 
simulation, the detector response needs to be accurately 
simulated. This is achieved through Monte Carlo 
N-Particle16 (MCNP) simulations utilizing a tally 
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multiplier card that multiplies the tally by the probability 
of detection at a given incident neutron energy. 
Therefore, the response of the detector to neutrons, 
referred to as the neutron efficiency, needs to be known 
for each detector in the simulation. This efficiency was 
directly measured for the high-energy array and simulated 
for the mid-energy array. The specifics of the efficiency 
determination for each system are as follows.

The high-energy array utilizes EJ-301 liquid scintil
lators for neutron detection in the energy range from 20 
to 0.5 MeV. Each detector’s relative efficiency was deter
mined by placing it directly in the neutron beam and 
measuring counts as a function of time of flight. The 
time-of-flight technique was used to convert the neutron 
flight time to corresponding incident neutron energy. 
Knowing the flux shape from the previous measurements 
with the 235U chamber, the detection efficiency shape was 
found for each individual detector as a function of inci
dent neutron energy. Additionally, the same pulse shape 
discrimination techniques for the data processing, dis
cussed in Sec. IV, are used when determining the detector 
efficiency. This is primarily important since the efficiency 
drops dramatically above 3 MeV where detector pulses 
saturate the digitizer and gamma neutron discrimination 
can no longer be performed for neutrons that deposit 
greater than 3 MeV in the detector. The individual detec
tor efficiency shapes for all eight detectors can be seen in 
Fig. 4.

For the mid-energy array, 6Li-glass scintillators were 
used for neutron detection, and the same method for 
determining efficiency was attempted. However, because 

of the large gamma sensitivity and low overall efficiency 
of the Li glass, the in-beam measurement method was not 
practical for these detectors. Instead, the detector 
response was simulated using the MCNP simulation 
code with different monoenergetic neutron sources inci
dent on a cell of Li glass. The detection efficiency as 
a function of incident neutron energy was then found and 
can be seen in Fig. 5. It is important to accurately model 
the efficiency even at energies below the 1-keV low- 
energy threshold of the system since scattered neutrons 

Fig. 3. The flux used for the mid-energy scattering simu
lation for the Li-glass detector array from the C-shaped 
neutron target15 at the RPI LINAC. 

Fig. 4. The relative efficiencies for the eight high-energy 
detectors. These efficiencies are used in the simulation of 
the high-energy scattering system. 

Fig. 5. The simulated detector efficiency for the 6Li- 
glass detectors. This shows the large peak around 
300 keV corresponding to a broad resonance in the 6Li 
cross section. 
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will have a lower incident energy and the room back
ground will not be accurately simulated without including 
these energies.

III. EXPERIMENTAL DETAILS

The copper scattering experiments were performed 
at the RPI Gaerttner Linear Accelerator (LINAC) 
Center. The LINAC is a 60-MeV electron linear accel
erator that creates neutrons through a photoneutron 
reaction in a Ta target. This creates a white, isotropic 
source of neutrons that is then collimated down evac
uated flight paths to measurement stations located at 
different flight path distances from 15 to 250 m. 
Different neutron production targets can be used with 
different moderator configurations in order to shift the 
flux to different energy regions. These experiments 
used both an unmoderated bare target15 for the high- 
energy region and a C-shaped target15 that used addi
tional water moderation to increase the neutron flux in 
the kilo-electron-volt energy region. Specific experi
mental configurations for the two measurements are as 
follows.

III.A. High-Energy Experiment

The high-energy measurement utilized the RPI high- 
energy scattering system,4 which consists of an array of 
eight EJ-301 liquid scintillators located at various angles 
around a scattering sample as seen in Fig. 6. The center of 
the array is located 30.07 m from the neutron source, and 
the detectors are at a distance of 0.5 m from the scattering 
sample. The uncertainty in the total flight path was 
0.005 m. Two weeks of measurements were performed, 
and the angles of the detectors for each week can be 
found in Table I. The angular uncertainty for each angle 
was 3 deg. The dimensions and masses of the scattering 
samples are given in Table II.

A measurement cycle consisted of open beam, gra
phite standard, and copper sample measurements with 
each sample being measured for 15 min/cycle. The 

signals from the detectors were connected to an 8-bit 
Acquiris AP240 digital data acquisition board that oper
ated at a 1-GHz sampling rate resulting in 1-ns timing 
resolution. The neutron beam was collimated to a beam 
radius of 3 cm, and a 1.905-cm-thick 238U filter was used 
to reduce gamma flux on the scattering sample.

III.B. Mid-Energy Experiment

The mid-energy experimental setup utilized the 
AMANDA array, which consists of eight 6Li-glass and 

Fig. 6. The high-energy scattering array showing the 
labeled eight EJ-30l detectors surrounding the scattering 
sample on the low mass sample holder in the center of 
the array. 

TABLE I 

Detector Angles 

Detector Number Week 1 Angle Week 2 Angle

1 90 � 3 107 � 3
2 52 � 3 73 � 3
3 26 � 3 31 � 3
4 52 � 3 73 � 3
5 90 � 3 107 � 3
6 119 � 3 141 � 3
7 154 � 3 155 � 3
8 119 � 3 141 � 3

TABLE II 

Sample Measurements 

Sample Diameter Thickness Mass

Copper 7.628 � 0.001 cm 2.99 � 0.03 cm 1225.1 � 0.1 g
Carbon 7.499 � 0.001 cm 7.005 � 0.001 cm 521.87 � 0.01 g
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two 7Li-glass scintillators seen in Fig. 7. The center of the 
array is located 32.24 m from the neutron scattering source, 
and the detectors are located 0.25 m from the scattering 
sample. The detector angles are listed in Table III, and the 
two 7Li detectors were moved halfway through the run to 
allow for 7Li measurements to be performed at all scatter
ing angles. For all other detectors there were two detectors 
at each scattering angle but at different ϕ angles.

The samples used were the same as those in the high- 
energy measurement, and their dimensions are in Table 
II. The detector signals were input into a Struck SIS3316 
digitizer board that operated at a sampling rate of 
250 MHz. The beam was collimated to a radius of 
3 cm, and a 0.5-in.-thick lead filter was used to reduce 

the gamma flux on the detector along with a 0.79375-cm- 
thick B4C filter that was used as an overlap filter so that 
neutrons from the previous LINAC pulse did not contam
inate the signal.

IV. DATA ANALYSIS

For both experiments, data were taken with a digital 
data acquisition system and then processed into 
a finalized form that can then be compared to the detailed 
MCNP simulation. The processing steps for each method 
are as follows.

IV.A. High-Energy Experiment

The experimental data for each of the eight high- 
energy EJ-301 detectors were sent through an Acqiris 
AP-240 digitizer board, and the digital data were stored 
in a binary format for processing. The processing of the 
data involved improvement of pulse timing through con
stant fraction discrimination techniques and correction for 
t0 of the neutron pulse, and each pulse was classified as 
either a neutron or a gamma event based on a pulse shape 
classification technique.5 Time t0 is defined as the birth 
time of the neutrons and is determined by measuring the 
timing of the gamma burst created at the target during 
neutron production. The t0 value for the measurement 
was found to be 1824 � 3 ns. Accurate pulse shape 
discrimination is essential for comparing to detailed 
simulations since the simulation assumes that the given 
flux at a location is solely from neutron events.

In order to achieve better pulse shape discrimination, 
a gamma misclassification correction previously devel
oped at RPI (Ref. 5) was employed to remove gamma 
signals falsely classified as neutrons. Following this clas
sification, the neutron counts as a function of time of 
flight for each detector are obtained and can then be 
compared to the simulation.

When comparing the simulation to the experimental 
data, it is important that the comparison be as direct as 
possible. Therefore, the simulation and the experiment 
are both subtracted by their corresponding open (back
ground) run. For the simulation this is achieved by run
ning a simulation without the sample and doing a direct 
subtraction. For the experimental data, a no sample or 
open run is cycled with the copper and graphite runs, 
which can then be subtracted. It is important to correct for 
any differences in the neutron beam output between the 
open runs and the copper runs. This is achieved through 
the use of neutron beam monitors, which are 235U fission 

Fig. 7. The mid-energy scattering array with eight 6Li 
and two 7Li detectors surrounding a scattering sample. 
The radius of the array is 0.25 m. 

TABLE III 

Detector Angles 

Detector Theta Angle Phi Angle
Detector 

Type

1 35 300 6Li
2 35 60 6Li
3 70 0 6Li
4 70 120 6Li
5 115 300 6Li
6 115 60 6Li
7 150 0 6Li
8 150 180 6Li
9 35/70 180 7Li
10 150/115 240 7Li
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chambers that monitor the neutron beam intensity 
throughout the experiment. Once this correction is 
applied, the open subtracted neutron counts from the 
sample can be obtained using Eq. (2) with 
a corresponding statistical uncertainty given by Eq. (3) 
(Ref. 5):

Ci;j ¼ ðDS
i;j � GS

i;jÞ � ðD
O
i;j � GO

i;jÞ �
MS

MO ð2Þ

and

ΔCi;j ¼ ðDS
i;j þ ðΔGS

i;jÞ
2
þ DO

i;j
MS

MO

� �2

þ ðΔGO
i;jÞ

2 MS

MO

� �2

þMS DO
i;j � GO

i;j

MO

 !2

þ ðDO
i;j � GO

i;jÞ
2 ðMSÞ

2

ðMOÞ
3 Þ

0:5
; ð3Þ

where 

DS
i;j = counts in the sample

GS
i;j = gamma misclassification correction 

for the sample counts

DO
i;j = counts in the open

GO
i;j = gamma misclassification correction 

for the open counts

MS = monitor counts for the sample

MO = monitor counts for the open

ΔGO
i;j; ΔGS

i;j = uncertainties in the gamma misclassi
fication, which can be found in 
Ref. 14.

The final step necessary for a comparison between 
the simulation and the experiment is to determine the 
normalization value between the simulation and the 
experiment.

Following the processing of the raw data files, pro
cessed files were generated for the open, carbon, and 
copper measurements, and the data for each sample 
were summed over the course of the run. When perform
ing a comparison between the simulation and the experi
ment, the magnitudes of the two distributions are very 
different, and a normalization factor needs to be deter
mined for an accurate comparison to be made. In order to 
find this value, the Open subtracted carbon sample was 
compared to an Open subtracted carbon simulation. For 
this purpose, carbon scattering is treated as a standard in 

this region, and therefore, a normalization value can be 
obtained by finding the value that minimizes the total 
uncertainty between the carbon simulation and 
experiment.

During this analysis it was identified that detectors 3 
and 4 had issues for normalization values. During the 
experiment there were issues with the data acquisition 
board for detectors 3 and 4, and this may have resulted in 
inaccurate experimental data being recorded. For these 
reasons detectors 3 and 4 were not included in the ana
lysis or in the quantification of the uncertainty 
normalization.

Figure 8 shows the individual detector normalization 
values for both weeks for all detectors used in the analy
sis. This shows that for the copper measurement, 
a normalization value was found that resulted in an aver
age uncertainty of 4.1% for the first week and 3.3% for 
the second week for the carbon sample. The normaliza
tion value can then be used to normalize the copper 
measurement and compare it to the copper simulation. 
The uncertainty for the normalization was used as the 
systematic uncertainty and was added linearly to the 
statistical uncertainty to obtain the overall uncertainty 
values for the experiment.

IV.B. Mid-Energy Experiment

Similar to the high-energy system, the data from each 
of the Li-glass detectors were recorded with a digitizer 

Fig. 8. The relative normalization values for both weeks 
of the high-energy measurement. Detectors 3 and 4 were 
removed due to issues with the experimental data. The 
dashed lines show the standard deviation of the datasets 
for each week. 
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board, and the pulse waveforms were saved in a binary data 
format. The integral of the pulse was calculated for each 
pulse, and the timing of the pulse was found using the 
constant fraction discrimination method. A pulse integral 
method was used to determine valid neutron events, and an 
example of the pulse integral values for a measurement can 
be seen in Fig. 9. Pulses with integrals between 10 000 and 
18 000 were classified as neutron events, and all other 
events were removed. The data were then corrected for 
the time zero of the events based on the gamma flash 
timing in order to obtain neutron counts as a function of 
time of flight. This resulted in a time-of-flight histogram of 
the neutrons, which could then be compared to the MCNP 
simulations of the experiment.

While the pulse integral discrimination works well 
for identifying the valid neutron events, there are also 
gamma events that are present in this integral region. In 
order to accurately subtract out the gamma signal, a 7Li 
detector was placed at each of the scattering angles dur
ing the experiment. Lithium-7 has the same gamma 
response as the 6Li-enriched detectors; however, it has 
no neutron response due to the lack of 6Li. This allows 
for measurements to be performed using both the 7Li and 
6Li detectors where the gamma signal can be measured 
from the 7Li detectors and subtracted from the 6Li. This 
is displayed in Fig. 9, which shows a pulse integral 
response from one of the 6Li and 7Li detectors at the 
same angle. This demonstrates that above and below the 
neutron peak, the detectors have the same response indi
cating that they have the same gamma response, and this 

can then be subtracted from the 6Li to obtain the response 
only from neutron events.

The net neutron counts for each time-of-flight bin 
can be found using Eq. (4):

Ci ¼ D6S
i � D7S

i �
M6S

M7S

� �

� D6O
i � D7O

i �
M6S

M7S

� �

�
M6S

M6O ; ð4Þ

where  

D6S = sample counts from the 6Li 
detector

D7S = sample counts from the 7Li 
detector

D6O = open counts from the 6Li 
detector

D7O = open counts from the 7Li 
detector

M6S; M7S , M6O, M7O = monitor counts from the 
sample run for the 6Li detec
tor, monitor counts for 7Li 
detector for the sample run, 
monitor counts for the 6Li 
detector for the open run, 
and monitor counts for the 
7Li detector for the open 
run, respectively.

When comparing with the MCNP simulation, it is 
important to accurately subtract any gamma signal since 
the simulation records only the neutron flux at the detec
tor location. The simulation therefore has a different 
equation for calculating the net neutrons in the simulation 
since the aspects of monitor normalization and gamma 
subtraction do not need to be taken into account, and 
therefore, it is the straight subtraction of the sample in 
simulation by the open simulation.

Similar to the high-energy measurement, the mid- 
energy copper simulation was normalized to the experiment 
using the carbon. The carbon simulation and experiment 
are open subtracted consistent with Eq. (4), and 
a normalization value is found that reduces the uncertainty 
between the simulation and the experiment. However, 
unlike with the high-energy normalization, each detector 
has its own normalization value. The detectors had a larger 
variation in counts that was attributed to different efficien
cies due to differences in 6Li content in the glass. Unlike 

Fig. 9. Pulse integral plot for a 6Li detector and a 7Li 
detector at the same location with the net subtracted 
counts showing how 7Li can be used to obtain the neu
tron only counts from the 6Li detector. 
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with the EJ-301 detectors, which could be measured 
directly in the neutron beam, the Li-glass detectors relied 
on simulation. While the simulation provides an accurate 
efficiency shape, the total efficiency is different for each 
detector. Therefore, each detector was individually normal
ized to its own carbon response, and that normalization 
value was used for the copper response.

Additionally, the normalization values were multiplied 
by the ratio of monitor counts from the copper sample to the 
carbon sample so that the normalization value can be 
adjusted for changes in beam conditions similar to the open 
monitor ratio. The spread of normalization values can be 
found in Fig. 10 highlighting the large normalization spread. 
The standard deviation of the normalization values was 
found and taken as the systematic uncertainty of 6.1% for 
the system. This uncertainty was linearly added to the statis
tical uncertainty to obtain the total experimental uncertainty.

V. RESULTS

V.A. High-Energy Experiment

Once the data have been fully processed, the 
experimentally measured detector response is compared 
to the simulated response using multiple nuclear data 
libraries for the sample of interest. For all other mate
rials in the simulation, including the beam filters and 
surrounding environment, the ENDF/B-VIII.0 evalua
tion was used. Figure 11 shows a comparison of the 
carbon scattering data at an angle of 52 deg to 
the simulation. This shows good agreement between the 

simulation and experiment thus validating the method for 
this measurement. Figures 12, 13, and 14 show the compar
ison of the experimental data for the scattering from the 
copper sample and the MCNP simulations for angles at 52, 
119, and 154 deg, respectively. These three angles were 
selected as a representative sample of all the data measured 
in the experiment.

For the copper sample there are two main regions 
of interest that show differences. The first is between 1 

Fig. 10. The relative normalization values for the Li- 
glass detectors. This highlights the spread in the indivi
dual normalization values that result in a 6.1% systematic 
uncertainty. 

Fig. 11. The detector response for neutron scattering at 
an angle of 52 deg from the graphite reference compared 
with an MCNP simulation. There is good agreement 
between the simulation and experiment validating the 
method for this measurement. 

Fig. 12. The detector response for neutron scattering at 
an angle of 52 deg from the copper sample compared 
with MCNP simulations using various nuclear data 
libraries. There is general agreement between the simula
tions and experiment for the copper sample; however, 
there is a noticeable difference in the energy range from 
1 to 2 MeV for all evaluations. 
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and 2 MeV for all angles, and the second is the peak 
around 5 MeV. For all angles the data in the region 
between 1 and 2 MeV are greater than any of the 
evaluations, and this is most evident at the side angle 
of 119 deg shown in Fig. 13. The ENDF/B-VII.1 (Ref. 

17) evaluation is actually the closest in this region; 
however, the JEFF 3.3, JENDL 4.0, and ENDF/ 
B-VIII.0 evaluations are all much lower than the data. 
This indicates a region where a reevaluation of the 
evaluations could improve the agreement to the mea
sured data. The second region of interest is the peak 
around 5 MeV, which is evident at 119 deg, Fig. 13, 
and 154 deg, Fig. 14. At these angles, again, the 
ENDF/B-VIII.0 evaluation has the worst comparison, 
and the JEFF 3.3 and JENDL 4.0 libraries fit this 
region much better.

V.B. Mid-Energy Experiment

Following the processing of the mid-energy data, the 
simulations were compared to the processed experimental 
data in order to identify any discrepancies between the 
experiment and simulation. Figure 15 shows the comparison 
of the carbon simulation with the experimental data show
ing good agreement between the two and highlighting the 
validity of the method. For the copper sample, the experi
mental data were compared to simulations using the ENDF/ 
B-VIII.0, JEFF 3.3, and JENDL 4.0 libraries. All other 
materials in the simulations, such as the surrounding envir
onment and beam filters, used the ENDF/B-VIII.0 library. 
Figures 16, 17, and 18 show the comparison of the experi
mental data with the simulations in the energy range from 
0.5 MeV to 2.5 keV for detectors at angles 35, 115, and 
150 deg, respectively.

The copper simulations overall show a good agreement 
between the experiment and simulations with two 

Fig. 13. The detector response for neutron scattering at 
an angle of 119 deg from the copper sample compared 
with MCNP simulations using various nuclear data 
libraries. There is general agreement between the simula
tions and experiment for the copper sample; however, 
there is a noticeable difference in the energy range from 
0.8 to 3 MeV for all evaluations. 

Fig. 14. The detector response for neutron scattering at 
an angle of 154 deg from the copper sample compared 
with MCNP simulations using various nuclear data 
libraries. There is general agreement between the simula
tions and experiment for the copper sample; however, 
there is a noticeable difference in the energy range from 
1 to 2 MeV for all evaluations. Additionally, there is 
a difference between the simulations using the ENDF 
evaluation and the experimental data at 5 MeV. 

Fig. 15. The detector response for neutron scattering at 
an angle of 115 deg from a carbon sample compared with 
an MCNP simulation. There is good agreement between 
the simulation and experiment highlighting the validity 
of the method. 
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noticeable points of discrepancy. At 35 deg there is a dif
ference near 300 keV where the simulation using the ENDF 
evaluation is much higher than the experimental data. The 
JEFF 3.3 and JENDL 4.0 libraries follow the data much 
more closely in this region, and this may indicate a region 
of improvement in future ENDF evaluations of carbon. The 

115-deg detector shows good agreement over the entire 
energy range and additionally shows agreement in the 
resonance region. This indicates that this detector array 
may be used in the future to perform scattering resonance 
measurements. Last, at 150 deg there is good agreement 
above 4 keV; however, in the region from 4 to 2.5 keV, the 
experimental data are higher than any of the evaluations. 
This may indicate a region where all evaluations could 
improve. Overall, the experimental data agree well with 
the simulations in the region from 0.5 MeV to 2.5 keV.

VI. CONCLUSIONS

An experiment was performed to investigate the neu
tron scattering from a copper sample. The quasi- 
differential method was used to compare the experimental 
results to detailed MCNP simulations. Differences were 
found between the experiment and simulations in the 
high-energy region around 5 MeV for the ENDF evalua
tion at back angles and for all evaluations and at all 
angles in the region from 1 to 2 MeV. In the mid- 
energy region, there is a difference at 35 deg around 
300 keV and at 150 deg in the region from 2.5 to 
3.5 keV. These differences could indicate an issue in the 
evaluations in these regions, and a reevaluation utilizing 
these data is recommended. These changes could help to 
improve the agreement of the Zeus critical benchmarks.

Fig. 16. The detector response for neutron scattering at 
an angle of 35 deg from a copper sample compared with 
MCNP simulations using various nuclear data libraries. 
There is general agreement between the simulation and 
experiment; however, there is a noticeable difference 
around 300 keV for the ENDF evaluation. This may 
indicate a region of potential improvement in the next 
ENDF evaluation for copper. 

Fig. 17. The detector response for neutron scattering at 
an angle of 115 deg from a copper sample compared with 
MCNP simulations using various nuclear data libraries. 
For this angle there is good agreement between the 
copper sample and simulation. This comparison also 
shows that the experiment can accurately reproduce the 
resonance structure of the simulation and may be used 
for resonance measurement in the future. 

Fig. 18. The detector response for neutron scattering at 
an angle of 150 deg from a copper sample compared with 
MCNP simulations using various nuclear data libraries. 
There is general agreement between the simulation and 
experiment; however, there is a noticeable difference in 
the energy range from 2.5 to 4 keV for all evaluations. In 
this region the experimental data are higher than any of 
the evaluations. 
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