
Nuclear Inst. and Methods in Physics Research, A 1048 (2023) 167930

A
l
A
a

b

A

K
(
S
T
N

1

a
n
m
d
c
p
n
o
i
a
p
n

o
n
m

h
R
A
0

Contents lists available at ScienceDirect

Nuclear Inst. and Methods in Physics Research, A

journal homepage: www.elsevier.com/locate/nima

detection system for accurate (𝛼, n) neutron counting measurements of
ow-rate (𝛼, n) neutron sources
. Ney a,b,∗, Y. Danon a, M.L. Zerkle b, P. Brain a, D. Fritz a, G. Siemers a, S. Singh a

Rensselaer Polytechnic Institute, Gaerttner LINAC Center, 3021 Tibbits Avenue, Troy, NY 12180, USA
Naval Nuclear Laboratory, P.O. Box 79, West Mifflin, PA 15122, USA

R T I C L E I N F O

eywords:
alpha, n)
pontaneous fission
otal neutron counting
eutron coincidence

A B S T R A C T

The determination of the (𝛼, n) neutron yield of (𝛼, n) neutron sources with low absolute total neutron emission
rates is a challenging task given the complexity of the (𝛼, n) neutron production mechanism, experimental
limitations involved with measurements of weak neutron sources, and, for sources containing special nuclear
material, concurrence of the production of (𝛼, n) and fission neutrons. However, (𝛼, n) neutron sources are
prevalent in a variety of nuclear engineering disciplines – such as nuclear fuel cycle engineering, nuclear
safeguards and nonproliferation, and nuclear waste management – and as such, characterization of physical
(𝛼, n) neutron sources and accurate representation of (𝛼, n) neutron production in neutron transport codes are
critical aspects of these disciplines. In this work, a moderated 3He neutron detector array with high fidelity
listmode data acquisition capability was developed for measurements of low-rate (𝛼, n) neutron sources to
support (𝛼, n) reaction nuclear data validation needs for nonproliferation applications as well as to provide
experimental data for benchmarking (𝛼, n) neutron source modeling methodologies in Monte Carlo neutron
transport codes. Measurements were performed of a calibrated Eckert & Ziegler AmBe (𝛼, n) neutron source
individually and simultaneously with 252Cf sources of different strengths to simulate pure (𝛼, n) and mixed (𝛼,
n) + fission source conditions. Total neutron counting and coincidence analysis methods developed for system
data analysis were applied to the measured data, and deduced (𝛼, n) neutron yield values agreed to within
1% of the with the vendor-calibrated AmBe source (𝛼, n) neutron yield traceable to international standards for
all measurements. Total (𝛼, n) neutron yield uncertainties for source conditions dominated by (𝛼, n) neutron
emission did not exceed 3%.
. Introduction

The production of (𝛼,n) neutrons via interactions of alpha particles
nd light nuclides is an intrinsic characteristic of many important
uclear materials. Actinides are inherently radioactive due to their high
ass number and typically decay via the competing processes of alpha-
ecay and spontaneous fission — thus, for nuclear materials which
ontain both actinides and light elements, (𝛼,n) neutron production is
ossible. Examples of such materials include UF6 and U3O8 used in the
uclear fuel cycle as well as fresh and spent UO2, PuO2, and mixed-
xide (MOX) reactor fuels. The prevalence of (𝛼,n) neutron production
n principle nuclear materials drives significant interest in the modeling
nd characterization of (𝛼,n) neutron sources, especially in the disci-
lines such as nuclear fuel cycle engineering, nuclear safeguards and
on-proliferation, and nuclear waste management.

However, predicting the (𝛼,n) neutron yield of a source analytically
r computationally is difficult due to the complexity of the (𝛼,n)
eutron production mechanism. The short range of alpha particles in
atter causes a strong dependence of the (𝛼,n) neutron yield on source
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microscopic physical properties, such as nuclide spatial distributions
in the source volume or the magnitude and distribution of any low-
Z impurities in the source. For modeling purposes, such data is very
difficult and expensive to obtain with sufficient accuracy. Instead,
given the potential for variation in (𝛼,n) neutron yield even among
sources of the same type, size, and composition, experimental methods
are best suited for determining the (𝛼,n) neutron yield of a specific
source. For measurements of (𝛼,n) neutron production in enriched
uranium compounds, which are of primary interest for end use of the
system and methods developed in this work, the problem is further
complicated by the fact that such materials emit a mixed field of (𝛼,n)
and neutron-induced/spontaneous fission neutrons.

Total neutron counting methods have been historically used to
measure the total neutron yield of neutron-producing samples. Exist-
ing experimental systems developed for this purpose include the long
counter, 4𝜋 counters, and the manganese bath system [1,2], all of
which are well established technologies. Methods for correction of
the total neutron yield for fission neutrons produced concurrently in
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enriched uranium compounds has been indirectly addressed by fissile
material non-destructive assay (NDA) methods which also provided
important historical context this work. Such systems typically consist
of a large number of thermal neutron proportional counters embedded
in a moderator [3], allowing for the acquisition of detected neutron
time correlation data and application of coincidence analysis methods
to characterize detected fission neutrons using the measured neutron
pulse train.

The analysis of detected neutron pulse trains is the well-established
basis for many coincidence analysis techniques and is the foundation
of the work presented here. The initial identification of time intervals
providing insight into source neutron characteristics was made by
C.H. Vincent [4,5] who investigated the perturbation of the neutron
separation spectrum (which is the basis of the methods developed
in this work and referred to here as the neutron pulse time interval
distribution) by the presence of detected correlated neutron groups.
Over time, advanced coincidence analysis methods based on detected
neutron time intervals were developed with the adoption of the Rossi-𝛼
time interval distribution, a more complex time interval distribution,
which constitutes the basis of multiplicity counting techniques used
for passive nuclear material non-destructive assay [6,7] as well as effi-
ciency auto-calibration methods [8]. Given the paramount importance
of these methods especially to nonproliferation applications, significant
work efforts engaged in detailed studies of fission chains, neutron
pulse trains, and time interval distribution characteristics [9–13] and
development of advanced coincidence systems and techniques [14,15]
are ongoing.

In this work, a neutron detection system and data analysis methods
were developed for total and (𝛼,n) neutron yield measurements of
samples of enriched uranium compounds of known composition. The
purpose of the system and method development was to provide experi-
mental data to address (𝛼,n) nuclear validation needs discussed in [16,
17] and to support validation efforts of the in-line (𝛼,n) neutron source
sampling methodology for Monte Carlo neutron transport calculations
presented in [18]. Based on these intended applications, the system was
designed for measurements of sources nominally emitting 100 n/s with
an 𝛼 value greater than 10. An efficiency target of 50% was established
for spectra of interest to facilitate high-accuracy measurements of the
low-rate sources of interest in reasonable amounts of time, and a target
(𝛼,n) neutron yield accuracy of 5% was established based on validation
needs. The detection system utilizes commercially-available Quaesta
Instruments NPM3100U digital listmode electronics which operate as
a high voltage power supply, discriminator, preamplifier, shaping am-
plifier, and multi-channel analyzer (MCA) in a single unit. The modules
provide capability to acquire high-fidelity neutron listmode data con-
taining every neutron detection event with an associated pulse height
and timestamp for each 3He neutron detector in the system. Total
neutron counting and novel coincidence data analysis methods were
developed to determine the (𝛼,n) neutron yield from measured listmode
data.

2. Neutron detector system

2.1. System design

The experimental challenges involved in measurements of the (𝛼,n)
neutron yield of low-rate neutron sources led to a number of critical
design considerations:

1. Absolute neutron detection efficiency for neutron spectra of
interest

2. Neutron background sensitivity
3. Gamma ray sensitivity
4. System response sensitivity to neutron energy
5. System coincidence capability
2

Statistically accurate measurements of low-rate neutron sources are
accelerated for systems with high absolute neutron detection efficien-
cies and low intrinsic and extrinsic background sensitivity. The target
of 50% efficiency for (𝛼,n) and fission neutron spectra of interest was
considered a reasonably achievable requirement within strict and limit-
ing system size constraints (based on measurement facility limitations)
while balancing the need to perform high-accuracy measurements in
a reasonable amount of time. Low sensitivity to gamma rays was
required to ensure that the detection of gamma rays emitted through
decay or nuclear reaction processes in the source do not confound
measurements. For total neutron counting analysis, the system response
must have low sensitivity to source neutron kinetic energy imposed
either through geometric properties of the system or artificially via
analytical methods. Coincidence capability was necessary to account
for the fission neutron contribution in measured data.

Based on these considerations, a high-density polyethylene (HDPE)
moderated 3He neutron detector array was chosen as the conceptual
design for the detector system. This concept was based on the designs
of typical neutron multiplicity counters and was selected based on
confidence in the ability to design a system which met the efficiency
and sensitivity requirements necessary for measurements of low-rate
neutron sources and which could supply raw measured data useful for
both total neutron counting and coincidence analysis. Consideration
was given to the use of other types of thermal neutron detectors which
employ different neutron converters — for example, BF3 proportional
counters, Li-glass scintillation detectors, or solid-state detectors which
utilize the 10B(n, 𝛼) or 6Li(n, 𝛼) conversion reactions. However,3He
detectors were selected despite their high cost for a number of reasons:

1. 3He detectors have superior thermal neutron detection efficiency
given that:

(a) The 3He(n,p) thermal neutron cross section is larger than
that of the 10B(n, 𝛼) or 6Li(n, 𝛼) reactions [19]

(b) 10B and 6Li are not the dominant isotopes existing in
natural boron and lithium, limiting intrinsic efficiency
without enrichment

(c) BF3 gas is poisonous and therefore is typically underpres-
surized in proportional counters, whereas 3He gas can be
pressurized to increase intrinsic efficiency

2. The gamma ray sensitivity of 3He detectors is lower than that of
BF3 and Li-glass detectors

3. The electronics required for operation of gas-filled detectors
are simpler than the photomultiplier tube electronics associated
with Li-glass scintillation detectors, and this benefit scales fur-
ther in favor of 3He detectors with the implementation of many
discrete detectors required for coincidence analysis

4. Solid state detectors are size-limited and therefore require many
individual detectors to achieve the same efficiency of a much
larger 3He proportional counter

Additional details on the concept generation, concept selection, and
system design processes are presented in [20].

The system geometry was designed using MCNP-6.2 [21] Monte
Carlo neutron transport simulations with ENDF/B-VIII.0 nuclear data
[19]. Design iterations were compared largely based on the computed
absolute neutron detection efficiency for a set of spontaneous fission
and (𝛼,n) sources in addition to estimated cost and adherance with lab-
oratory physical constraints. Computer-aided design (CAD) assemblies
of the final detector system design are shown in Figs. 1 (trimetric view),
2 (section view), and 3 (top view). A photograph of the as-built detector
system is shown in Fig. 4.

The design consists of 96 LND 252330 3He proportional counters
with a fill gas pressure of 5 atm. Properties and operating parameters
of the LND 252330 3He detectors are given in Table 1. The detectors
are embedded in a 24" × 24" cylindrical stack of HDPE plates (�̄� = 0.953
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Fig. 1. Trimetric view of the final neutron detector system computer-aided design
CAD) assembly. Overall dimensions: 101.6 cm (40 in.) height, 81.28 cm (32 in.)
iameter.

Fig. 2. Section view of the final neutron detector system computer-aided design (CAD)
assembly.

g/cm3), aligned with the HDPE axial midplane, and are arranged in 7
ings. The detector rings are concentric with the HDPE cylinder and
re located at radial locations ranging from 8.5 cm (ring 1) to 26.5 cm
ring 7) with uniform radial spacing of 3 cm. There are 16 3He detectors

contained in rings 1–5 and 8 detectors contained in rings 6 and 7.
To perform a measurement, the neutron source of interest is placed

in the central cavity of the detector system and is aligned with the axial
and radial center of the HDPE cylinder. An HDPE plug is inserted at the
top of the cavity, and a rail apparatus stands above the HDPE cylinder
to support the electronics cables and reduce fatigue where the cables
connect to the detector electronics.

The primary figure of merit used in determining the system dimen-
sions as well as the 3He detector size, fill gas pressure, and spatial
distribution during the design process was the system absolute neutron
detection efficiency for the 252Cf spontaneous fission prompt fission
eutron energy spectrum (PFNS). The primary design goal was to max-
mize the system efficiency while remaining within the design space
efined by the project sponsor technical specifications and target cost.
or example, the design basis neutron source characteristics defined
y the sponsor (𝑆 ≈ 100 n/s, 𝛼 > 10) called for a maximization of

the size and number of 3He detectors used, but these characteristics
were constrained by both cost limitations as well as sponsor technical
specifications (e.g. a maximum system width of 36 in., minimum source
3

Fig. 3. Top view of the final neutron detector system computer-aided design (CAD)
assembly.

Fig. 4. Photograph of the as-built detector system. The system was constructed on a
cart with wheels for ease of maneuverability and can pass through doors wider than
81.28 cm (32 in.).
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Table 1
LND 252330 3He detector properties and operating parameters.

Property Value

Fill gas 3He, CO2
3He partial pressure [atm] 4.95
CO2 partial pressure [atm] 0.05
Total gas pressure [atm] 5.00
Recommended operating voltage [V] 981
Operating voltage range [V] 850–1100
Maximum length [inch/mm] 15.23/386.4
Maximum diameter [inch/mm] 1.0/25.4
Active length [inch/mm] 12.0/304.8
Active diameter [inch/mm] 0.96/24.38
Active volume [cm3] 142.26
Anode wire diameter [inch/mm] 0.002/0.00508
Anode material Stainless steel
Cathode material Stainless steel
Connector HN

cavity diameter of 4.5 in.). Sensitivity studies were performed, adjust-
ing the system moderator diameter and height,3He detector size and
layout, and cavity diameter, to maximize the system efficiency while
minimizing the project cost. The amount of information embedded in
collected data was also a consideration in designing the detector spatial
layout — for example, despite detector rings 6 and 7 contributing very
little to the overall absolute neutron detection efficiency of the system,
these rings were implemented for purposes of obtaining coarse neutron
energy spectrum information.

In addition to the use of a large number of 3He detectors for
increased detection efficiency and coincidence analysis capability, two
aspects of the detector system were designed specifically to enhance
measurement capabilities for low-rate (𝛼,n) neutron sources. First,
the sample cavity is fully lined with a 1 mm-thick aluminum-housed
cadmium thermal neutron filter. The filter significantly reduces the
probability of backscattered thermal neutrons returning from the mod-
erator to the sample which have the potential to cause secondary
neutron-induced fission. Evaluation of various thermal neutron filter
designs were evaluated using Monte Carlo simulations of physical
neutron-producing samples to determine the sensitivity of the neutron-
induced fission rate in a given sample to the cadmium layout and
thickness. The intention of these studies was to balance the goals
of minimizing the neutron-induced fission rate and minimizing the
amount of cadmium used given its hazardous nature — the stud-
ies showed that a 1 mm-thick filter was most suitable given these
competing objectives.

Additionally, the HDPE cylinder is surrounded on the bottom and
sides with a 4 inch thick, 5 wt% borated HDPE shield. The shield was
implemented with two primary purposes — the reduction of neutron
leakage from the system, which may lead to source-dependent neu-
tron background (room return) and perturbation of the count rates
in the outermost detector rings, as well as the reduction of source-
independent neutron background which has the same effect. The de-
termination of the shield thickness was performed using Monte Carlo
simulations of various neutron spectra with a thick concrete wall
modeled surrounding the system on all sides. Sensitivity of the total
room return count rate on shield thickness was performed, where it
was found that beyond a thickness of 4 inches the effectiveness of the
shield in reducing room return rapidly diminishes. Note that source-
dependent neutron background was considered more of a concern in
the system design than source-independent neutron background (espe-
cially cosmic neutron background, which is exceptionally important for
low rate neutron source measurements). This is because the facility
in which the system will be used in perpetuity is considered to be
adequately shielded from cosmic neutron background.
4

2.2. Neutronics properties

Neutronics properties critical to system performance for low-rate
(𝛼,n) neutron source measurements — namely, the absolute neutron de-
tection efficiency 𝜀 and average neutron dieaway time 𝜏𝑠 — were evalu-
ated throughout the design process using MCNP-6.2 neutron transport
calculations. Note that while the average neutron dieaway time was
tracked throughout this process, it was not emphasized as heavily as
detection efficiency in evaluation of design iterations. The average
neutron dieaway time was determined using MCNP-6.2 PTRAC output
which provides event-based particle track information for each neutron
transported. Using this output, the average neutron dieaway time was
computed by taking the arithmetic mean of the time to detection for
all detected neutrons.

The neutronics properties for the final system design are summa-
rized in Table 2 for a number of relevant neutron sources. Note that the
uncertainties given for the efficiency values represent 1-sigma MCNP
statistical uncertainties. These spectra were obtained in a number of
ways — the (𝛼,n) spectra were all computed using SOURCES 4C [22]
with PuO2 and AmBe source compositions obtained from [18], a PuBe
source composition obtained from [22], and a UO2 source composition
corresponding to a nominal source density of 9.95 g/cm and 235U
enrichment of 5 wt%. The fission spectra utilized were the ENDF/B-
VIII.0 evaluations of the corresponding nuclide prompt fission neutron
spectra. The calculations found that the system met the target efficiency
of roughly 50% for the 252Cf spontaneous fission PFNS and that the
neutron dieaway times for all spectra simulated were less than 44 μs.

2.3. Detector electronics

The detector system utilizes 96 Quaesta NPM3100U digital electron-
ics modules, one for each 3He detector. The modules act as a high
voltage power supply, preamplifier, shaping amplifier, discriminator,
multi-channel analyzer (MCA), and listmode data acquisition module
and connect directly to the 3He detector high-voltage type-N (HN)
connectors. The selection of the Quaesta units over other modules
commonly used in similar applications, such as those offered by PDT
or AMPTEK, was motivated by the fact that the modules provide
all components necessary for detector operation and data collection
in one unit, allowing for a very clean and simple electronics setup.
Additionally, the fact that the modules connect directly to the 3He
detector HN connectors minimizes signal noise. The computer interface
for detector operation and data collection with the modules was also
seamless out-of-the-box without additional development.

Each module has three connections — universal serial bus (USB),
transistor–transistor logic (TTL)-in, and TTL-out. The modules are con-
nected to a hub rack (shown in Fig. 6) via a USB cable and an
subminiature version A (SMA) cable connected to the TTL-in connector.
Photographs of an NPM3100U module connected to a 3He detector are
shown in Fig. 5.

The USB connection is used for device serial communication and
data acquisition for each 3He detector. Through serial commands, an
experimenter may control the power supply (set and read high voltage
and limit maximum applied voltage), configure the MCA parameters
(gain, lower and upper discriminators, and bin structure), and acquire
listmode data. The SMA connection is used for onboard clock synchro-
nization of all 96 modules in the system. An additional synchronization
NPM3100U unit is contained in the USB/SMA hub rack and is config-
ured to send TTL pulses, split out to all 96 detector modules via the
SMA hub, at a rate of 2 Hz. The receipt of these TTL pulses by all
detector units causes synchronization of the clocks, ensuring that the
timestamps of events in each detector are accurate and synchronized
to a resolution of 1 μs. The 1 μs resolution was considered more than
adequate given the fact that the time interval distributions constructed
for analysis (see Sections 3.4.2 and 3.4.3) are aggregated with bin
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Table 2
System neutronics properties for various (𝛼,n) and fission neutron sources computed with MCNP-6.2.
Transport calculations utilized (𝛼,n) neutron energy spectra computed using SOURCES-4C [22] and
ENDF/B-VIII.0 pointwise evaluations for prompt fission neutron energy spectra.

Neutron source Absolute neutron
detection efficiency [%]

Average neutron
dieaway time [μs]

AmBe (𝛼,n) 38.244 ± (0.008) 43.5 ± 0.2
PuBe (𝛼,n) 38.821 ± (0.008) 43.2 ± 0.2
UO2 (𝛼,n) 49.355 ± (0.005) 39.8 ± 0.2
PuO2 (𝛼,n) 48.049 ± (0.005) 40.1 ± 0.2
235U(n,f) 50.635 ± (0.005) 38.0 ± 0.1
239Pu(n,f) 50.077 ± (0.005) 38.3 ± 0.2
252Cf s.f. 50.079 ± (0.005) 38.2 ± 0.2
Fig. 5. Photograph of a Quaesta NPM3100U module connected to a 3He detector (left)
and the module USB, TTL-in, and TTL-out connectors (right).

Table 3
Nominal operating parameter settings for the
LND 3He detectors via the Quaesta Instruments
NPM3100U digital electronics modules.

Parameter Setting

Nominal applied voltage 950 V
Gain 6.0
MCA size 64 bins
Lower-level discriminator 10
Upper-level discriminator 63

widths no less than 10 μs. Nominal operating parameters for the 3He
and NPM3100U module pairs are given in Table 3.

Neutron detection event pulse shaping is performed using a
hardware-set 10 μs pulse shaping constant, and multiple pulses cannot
be registered within an electronic lockout time of 100 μs. This lockout
time, which is quite long in comparison to typical neutron dieaway
times for spectra of interest in the system, was selected in order to
ensure full charge collection in the 3He detectors and to simplify dead-
time corrections of measured count rates. Utilizing a neutron pulse train
simulation code developed in-house as part of this work, calculations
with both design basis source conditions and source conditions on the
order of the sources utilized in the method validation measurements
(see Section 5) found that the correlated neutron loss rate in the system
is approximately 1% with a 100 μs lockout time for a mix of AmBe (𝛼,n)
and 252Cf s.f. neutrons.
5

To ensure that the 3He detectors operate with matched efficiencies
in each ring, a voltage calibration process is performed prior to mea-
surements. In this process, which is automated and performed using the
data acquisition software developed for the system (see Section 2.4),
the voltage applied to each detector is adjusted in order to align the
peaks of the measured pulse height distributions of all detectors to the
same MCA bin. This normalizes the impact of the lower and upper
level discriminator settings across all detectors and in turn matches the
efficiencies. Fig. 7 shows the ring 1 3He detector count rate and pulse
height distribution alignment from a measurement of a 252Cf neutron
sources.

The Quaesta electronics can be utilized for either integral or differ-
ential counting measurements. For integral measurements, the number
of counts, count rate, and pulse height distribution are retained in
the module memory and can be queried by a user. For differential
measurements, the user can obtain event-by-event listmode data over
a given period of data acquisition. An example of the ASCII listmode
data format is given in Listing 1.

Listing 1: Example of the raw ASCII listmode data format collected by
the Quaesta NPM3100U modules.

1 ,1 ,39 ,0.028653600
1 ,1 ,40 ,0.327165000
2 ,1 ,00 ,0.372717600
2 ,1 ,00 ,0.872716500
1 ,1 ,39 ,1.069923100

Each line corresponds to a pulse received by the module and is a
four-element CSV array describing the event. Moving left to right, the
elements indicate:

1. The type of pulse received (1 = neutron detection event, 2 =
time synchronization pulse)

2. The module identification number (1 in the example)
3. The MCA bin number corresponding to the event pulse height

(note that for synchronization pulses, this value is 0)
4. The time [s] at which the event occurred

The collection of listmode detection event data for each individual
detector gives an experimenter ultimate flexibility in data analysis,
allowing for a measurement to be analyzed in a variety of ways with
different analysis parameters — for example, a set of raw data can be
analyzed using a number of total neutron counting and coincidence
algorithms with parameters tuned in post-processing instead of preset
in hardware. Furthermore, given that the measured data has both tem-
poral and spatial dimensionality, the amount of information embedded
in the data is extensive, making it an excellent testbed for exploratory
data analysis and the development of novel algorithms. The collection
of each detector’s pulse height spectrum can also be leveraged to
monitor the performance and calibration of each 3He detector as a
function of time throughout an experiment.
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Fig. 6. Photograph of the USB/SMA hub rack containing three 49-port USB hubs and one 112-port SMA hub. Each of the four hubs is connected to the data acquisition computer
ia a USB cable.
.4. Data acquisition software

The data acquisition software for the detector system was developed
n-house as part of this work and was written in VB.NET. VB.NET
as chosen for ease of use in developing a feature-rich graphical user

nterface (GUI) for the software, which was preferred to a command
ine interface and provides added flexibility for data visualization and
ystem health monitoring throughout measurements. Using the soft-
are, an experimenter can accomplish four primary tasks — hardware

onfiguration, measurement configuration and control, real-time data
isplay, and the reading and writing of listmode data.

To perform a measurement, the software first establishes serial
onnection to all 96 NPM3100U detector electronics modules and the
ime synchronization module contained in the USB/SMA hub rack.
nce connection is established, the user may use the GUI or pre-

oaded configuration files to set the detector applied voltage and the
CA gain, lower- and upper-level discriminators, and bin structure.
6

Following hardware configuration, the user can use the GUI to set the
measurement parameters (name, save file location, number of cycles,
and cycle length) and start data acquisition.

During a measurement, raw ASCII listmode data for each of the 96
3He detectors in the system is continuously read from each detector’s
associated serial port buffer. The data is processed for each 3He detector
on-the-fly to aggregate the cumulative number of counts, count rate,
and pulse height distribution as well as the count rate and pulse height
distribution centroid for each measurement cycle used for monitor-
ing hardware stability. This data is retained in memory and may be
displayed in real-time by an experimenter in the software interface
throughout a measurement. The raw listmode data for each detector
is periodically written to a text file corresponding to the detector and
cycle. The implementations of the data read/write algorithms are multi-
threaded, maximizing utilization of computing power and increasing
the maximum event rate which can be handled by the system. As
a result, the maximum handled event rate is a function of the CPU
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Fig. 7. Measured count rate and pulse height distribution alignment for the 16 3He detectors in ring 3 of the detector system obtained from a 252Cf source measurement. The
ount rates are shown to fluctuate within roughly ± 1.5% of the average count rate in the ring. The oscillatory trend in the count rate is due to slight misalignment of the 252Cf
n the source cavity during the measurement.
esources of the data acquisition computer. For scale, testing using the
uilt-in pulse generators in the Quaesta electronics modules has shown
hat the software maintains stability up to rates of 1000 Hz per 3He
etector with a 3.60 GHz Intel Core i9-9900k CPU.

. Data analysis methods

.1. Method inputs

Given the detector system design, electronics configuration, and
istmode data format, the raw data collected for each of the 96 3He
etector is extremely high fidelity. Possessing both spatial and tem-
oral dimensionality, the raw listmode data may be aggregated and
nalyzed in any number of ways and provides an experimenter with the
bility to investigate spatial detection information and/or neutron time
orrelation. Prior to data analysis, raw measured data is aggregated
nto three formats: the total system neutron count rate, the system
esponse function which possesses spatial dependence, and the system
ime interval distribution which possesses time dependence.

The background- and deadtime-corrected count rate for the 𝑘th

etector in ring 𝑗 is denoted 𝑟𝑗,𝑘. Details on background and deadtime
orrection methods with associated uncertainty quantification applied
o the method validation measurement data presented in Section 5 are
iscussed in [20]. Note that for these measurements, which involved
eutron sources with higher yields that the design basis source con-
itions, the maximum total ((𝛼,n) + fission neutron) deadtime loss
redicted using the correction method for a given 3He detector was

1.6%.
The system total count rate 𝑟𝑡𝑜𝑡 is obtained by summing the cor-

rected count rates for all 96 3He detectors,

𝑟𝑡𝑜𝑡 =
7
∑

𝑗=1

𝑛𝑗
∑

𝑘=1
𝑟𝑗,𝑘, (1)

where 𝑛𝑗 is the number of detectors in ring 𝑗,

𝑛𝑗 =

{

16 1 ≤ 𝑗 ≤ 5
(2)
8 otherwise.

7

The system response function, a seven-element vector �⃗� where the
𝑗th element is the system response in ring 𝑗, is the average neutron
count rate per detector in each of the seven detector rings,

𝑅𝑗 =
1
𝑛𝑗

𝑛𝑗
∑

𝑘=1
𝑟𝑗,𝑘 𝑗 = 1, 2,… , 7. (3)

The system time interval distribution is the histogram of time
intervals between consecutive neutron detection events in the detector
system. This is computed by first merging and sorting the listmode data
by timestamp for all 96 3He detectors. The time intervals between each
consecutive timestamp are computed and binned on a bin structure
defined by the experimenter. This process is repeated for each cycle
and the results are aggregated.

3.2. Total neutron counting

A detector weighting method was developed for total neutron count-
ing analysis of measured data. The purpose of the method is to obtain
the total (e.g. (𝛼,n) + fission) neutron yield of a measured neutron
source. In the method, it is assumed that the source total neutron yield,
𝑆, is the linear combination of the corresponding measured system
response function, �⃗�, and a set of seven detector weights, �⃗�, each
weight corresponding to a specific detector ring,

𝑆 =
7
∑

𝑗=1
𝑤𝑗𝑅𝑗 . (4)

The detector weights are assumed to be universal — that is, the
total neutron yield of any source may be obtained applying the weights
to the corresponding measured response function. As a result, the
weighting model given in Eq. (4) may be extended to a set of 𝑛 response
functions computed using MCNP-6.2 [21] transport simulations of 𝑛
monoenergetic neutron sources. Under the assumption of universality,
a system of 𝑛 linear equations may be formed using the 𝑛 simulated
monoenergetic response functions, and the system may be combined
to form a matrix equation,

𝑹𝒎�⃗� = 𝑆, (5)

where 𝑹𝒎 is an 𝑛 × 7 response matrix containing the simulated response
values for each of the 𝑛 monoenergetic neutron sources in each of the
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Fig. 8. C/E ratio of measured and simulated response functions for a 252Cf spontaneous
fission neutron source as a function of 3He detector ring number. The simulation shows
xcellent accuracy with C/E magnitudes of less than 1% for all rings.

even detector rings. The neutron yield vector, 𝑆, is a vector of all ones
due to MCNP tally normalization per source neutron. For the detector
weighting method, 𝑛 is typically greater than 7 and the weights must
therefore be estimated by solving the matrix equation using linear least
squares regression,

𝑤 ≈ �̂� =
(

𝑹𝑇
𝒎𝑹𝒎

)−1 𝑹𝑇
𝒎𝑆. (6)

To reduce the sensitivity of the weight calculation to the statistical
uncertainty of the simulated response matrix, Eq. (6) is solved 𝑚 times
each with a sampled statistical realization of the response matrix.
The statistical realizations are generated by sampling each simulated
response value on a Gaussian distribution with a mean equal to the
computed value and a standard deviation equal to the computed value’s
statistical uncertainty. The final weights for each ring are then taken as
the average of the 𝑚 weight values computed in this process,

𝑤𝑗 =
1
𝑚

𝑚
∑

𝑖=1
𝑤(𝑖)

𝑗 𝑗 = 1, 2,… , 7. (7)

Once the weights are determined, they may be applied to any
measured response function via Eq. (4) in order to determine the
total neutron yield of the measured source. The statistical uncertainty
of the computed total neutron yield is obtained by applying general
uncorrelated uncertainty propagation to Eq. (4). In this case, the weight
uncertainty is not propagated as statistical uncertainty and is instead
included as a component of the method systematic uncertainty, dis-
cussed further in Section 3.3. This uncertainty quantification process
is detailed in [20].

Given that the weighting method relies heavily on the use of simu-
lations, evaluation of the accuracy of the MCNP model used to generate
the response matrix was of critical importance. To do this, a comparison
of the response functions measured and simulated for a 252Cf sponta-
neous fission neutron source was performed. The C/E values for the
measured and simulated response functions were computed for each
ring, normalized by the average C/E value, and plotted for comparison
as a function of ring number. This is shown in Fig. 8. Note that 252Cf
was chosen for this comparison because measurement data was avail-
able and the 252Cf spontaneous fission PFNS is a standard, eliminating
the neutron energy spectrum as a factor which could contribute to
differences in response function shape.

Fig. 8 shows excellent agreement between the shapes of the mea-
sured and simulated response functions for a 252Cf neutron source.
This instilled confidence in the use of the developed MCNP model for
generation of response matrices used in the detector weighting method.
8

Fig. 9. Simulated response functions for the selected weighting energy grid.

Table 4
Weights computed using the detector
weighting method with the selected weight-
ing energy grid used for validation mea-
surement analysis.

Ring number Weight

1 −4.19
2 391.78
3 −1415.36
4 2980.09
5 −2591.49
6 −439.40
7 2078.91

3.3. Weighting method parameters

To compute the detector weights, the following weighting energy
grid was utilized for the simulated monoenergetic neutron source re-
sponse functions: 1 eV, 1 keV, and 0.1, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5,
5, 5.5, 6, 7, 8, 9, 10, 11, and 12 MeV. This grid was chosen based
on performance testing with simulated response functions of (𝛼,n) and
fission neutron energy spectra of interest and was advised by the fact
that neutron energies spanning 1 eV to 12 MeV cover the range of
typical spectra. Additionally, simulated response functions for neutron
energies greater than 12 MeV were found to be very similar in both
shape and magnitude and were therefore omitted from use to avoid
overfitting of the weight model and to improve weight generalization.
The simulated responses for this energy grid are shown in Fig. 9.

Using this energy grid and the corresponding simulated response
matrix, the detector weights given in Table 4 were computed.

To estimate the systematic uncertainty of a total neutron yield value
computed using the detector weighting method, the weights given in
Table 4 were applied to simulated response functions for eight (𝛼,n)
and fission neutron energy spectra across the domain of interest for
this work. Because the simulated response functions were computed
using MCNP-6.2 normalized tallies, the expected neutron yield for all
simulated sources was 1. The systematic uncertainty was taken as one
half of the maximum absolute error of the seven computed neutron
yields. The results of this analysis are shown in Table 5, where the
systematic uncertainty was taken as 1.35%.

3.4. Coincidence analysis

In this work, two neutron coincidence analysis methods were devel-
oped which utilize the measured time interval distribution discussed

in Section 3.1. These methods are referred to as the fission source
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Table 5
Detector weighting energy grid and weight performance on simulated neu-
tron source response functions. Transport calculations utilized (𝛼,n) neutron
energy spectra computed using SOURCES-4C [22] and ENDF/B-VIII.0 pointwise
evaluations for prompt fission neutron energy spectra.

Neutron source Computed
neutron yield

Absolute error

Energy grid average 1.0282 0.0282
AmBe (𝛼,n) 1.0182 0.0182
PuBe (𝛼,n) 1.0248 0.0248
UO2 (𝛼,n) 0.9731 0.0269
PuO2 (𝛼,n) 0.9832 0.0168
252Cf s.f. 1.0095 0.0095
238U(n,f) 1.0228 0.0228
239Pu(n,f) 1.0155 0.0155

time interval distribution analysis (FTIDA) method and the mixed (𝛼,n)
+ fission neutron source time interval distribution analysis (MTIDA)
method. The purpose of the FTIDA method is to auto-calibrate the
absolute fission neutron detection efficiency for a measured fission
neutron source, and the purpose of the MTIDA method is to isolate the
components of the total measured count rate due to (𝛼,n) and fission
neutrons. The developed coincidence methods relate the structure and
features of measured time interval distributions to neutron detection
theory in order to accomplish their associated objectives.

3.4.1. Theory
For a random, uncorrelated neutron source, the probability density

function of time intervals (𝛥𝑡) between consecutive neutron detection
events,

𝑓𝛥𝑇 (𝛥𝑡) = 𝑟𝑒−𝑟𝛥𝑡, (8)

is an exponential distribution dependent on the average neutron detec-
tion rate 𝑟 [23]. For correlated neutron sources, such as pure fission and
mixed (𝛼,n) + fission neutron sources, the time interval distribution is
multi-exponential. This is due to the time correlation of the detected
fission neutron multiplets which result in an increased number of
observed short time intervals. For thermal neutron detection systems
the distribution has a double exponential form, and for epithermal
neutron detection systems the distribution is a higher-order exponen-
tial function due to multiple slowing down modes existing at short
detection times.

To demonstrate the dependence of measured time interval distri-
bution structure on neutron source characteristics, the time interval
distribution obtained from the measurement of an Eckert & Ziegler
252Cf spontaneous fission neutron source is shown in Fig. 10 plotted
on a semilog scale. This measurement was performed for 48 h and was
a component of the set of method validation measurements discussed
in detail in Section 5. The distribution is separated into two distinct
regions: region 1, which contains time intervals between uncorrelated
neutrons, and region 2, which contains time intervals between cor-
related neutrons. Note that region 1 follows the single exponential
distribution theory given for uncorrelated neutron detection in Eq. (8).

For measurements of a pure fission neutron source, uncorrelated
time intervals arise from the consecutive detection of:

1. Two fission neutrons from different fission events
2. Two background neutrons
3. One fission neutron and one background neutron

Correlated time intervals arise only from the consecutive detection
f two fission neutrons from the same fission event.

Similarly for mixed (𝛼,n) + fission neutron sources, the measured
ime interval distribution obtained from the measurement of Eckert

Ziegler AmBe (𝛼,n) and 252Cf s.f. neutron sources simultaneously
s shown in Fig. 11, plotted on a semilog scale. This measurement
as performed for 28.75 h and was another component of the method
9

Fig. 10. Time interval distribution obtained from a measurement of a 252Cf
spontaneous fission neutron source.

Fig. 11. Time interval distribution obtained from a measurement of an AmBe (𝛼,n)
neutron source + a 252Cf spontaneous fission neutron source.

validation measurement set, discussed in detail in Section 5. The shape
of the measured time interval distribution is similar to that measured
for a pure fission neutron source and is partitioned in the same way.
However, neutron contributions to the uncorrelated time interval re-
gion are different. For measurements of a mixed (𝛼,n) + fission neutron
source, uncorrelated time intervals arise from the detection of:

1. Two fission neutrons from different fission events
2. Two (𝛼, n) neutrons
3. Two background neutrons
4. One fission neutron and one (𝛼,n) neutron
5. One fission neutron and one background neutron
6. One (𝛼,n) neutron and one background neutron

The constituents of region 2, however, are the same as for a pure fis-
sion source — correlated time intervals arise only from the consecutive
detection of two fission neutrons from the same fission event.

Relating the structure of the measured time interval distributions
— namely, the integral of region 2 (e.g. number of correlated time
intervals) and the slope of region 1 (e.g. the uncorrelated neutron
count rate) to neutron detection theory is the basis of the FTIDA and
MTIDA methods. The principal detection theory utilized in the FTIDA
and MTIDA methods is fission neutron multiplet detection theory,
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specifically the probability to detect 𝑖 neutrons from a fission event,
𝑃𝑖 [8],

𝑃𝑖 =
∞
∑

𝜈=𝑖

(

𝜈
𝑖

)

𝜀𝑖𝑓
(

1 − 𝜀𝑓
)𝜈−𝑖 𝑃 (𝜈), (9)

where 𝑃 (𝜈) is the effective prompt fission neutron multiplicity distribu-
tion for the fissioning nuclide(s) in the neutron source. This distribution
is a discrete probability distribution defining the probability that 𝜈
neutrons are emitted in a fission event. The average of this distribution,
̄, is the average number of fission neutrons emitted per fission,

̄ =
∞
∑

𝜈=1
𝜈𝑃 (𝜈). (10)

The development of the FTIDA method for pure fission neutron
source absolute detection efficiency auto-calibration and the MTIDA
method for (𝛼,n) and fission neutron count rate separation are based on
the qualitative time interval distribution structure theory and the neu-
tron detection theory discussed here. The FTIDA method is discussed
in detail in Section 3.4.2, and the MTIDA method is discussed in detail
in Section 3.4.3.

3.4.2. The FTIDA method
The purpose of the FTIDA method is to auto-calibrate the absolute

fission neutron detection efficiency for a pure fission neutron source.
In measurements of a pure fission neutron source, the total count rate
measured with the detector system, 𝑟𝑡𝑜𝑡, is the sum of the fission and
background neutron count rates 𝑟𝑓 and 𝑟𝑏,

𝑟𝑡𝑜𝑡 = 𝑟𝑓 + 𝑟𝑏. (11)

The background count rate is the total count rate computed us-
ing Eq. (1) for a separate background measurement with no neutron
sources in the detector system.

The fission neutron count rate can be decomposed as the sum of
two components: one component representing the count rate of fission
neutrons contributing to time intervals in region 1 of the time interval
distribution, 𝑟𝑓1, and another component representing the count rate of
fission neutrons contributing to time intervals in region 2, 𝑟𝑓2,

𝑟𝑓 = 𝑟𝑓1 + 𝑟𝑓2. (12)

The uncorrelated neutron count rate, 𝑟1, is the sum of the back-
ground neutron count rate and the count rate of fission neutrons
contributing to region 1,

𝑟1 = 𝑟𝑓1 + 𝑟𝑏 =
(

𝑟𝑓 − 𝑟𝑓2
)

+ 𝑟𝑏, (13)

where the value of 𝑟1 is obtained from the measured time interval
distribution by fitting a single exponential function to region 1.

The count rate of fission neutrons contributing to region 2 is effec-
tively equal to the integral of region 2, 𝐼2, divided by the measurement
time 𝑡,

𝑟𝑓2 =
𝐼2 + 1

𝑡
≈

𝐼2
𝑡
. (14)

Substituting Eq. (14) into Eq. (13) to eliminate 𝑟𝑓2 yields

1 =
(

𝑟𝑓 −
𝐼2
𝑡

)

+ 𝑟𝑏. (15)

Fission neutron multiplet detection theory may be used to predict
he integral of region 2,

2 = 𝑁𝑓

∞
∑

𝑖=2
(𝑖 − 1)𝑃𝑖, (16)

here 𝑁𝑓 is the number of fission events which occurred during
he measurement, scaled by the probability to detect fission neutron
ultiplets of order 2 or greater weighted by the associated contribution

f time intervals to region 2 by the detected fission neutron multiplets.
his model holds under the assumption that detected fission neutron
10
ultiplets are sufficiently separated in time. This separation is depen-
ent on the fission reaction rate in the source, the system absolute
eutron detection efficiency, and the system average neutron dieaway
ime. To first order, the assumption holds if the average time spacing
etween Poisson events is much larger than the neutron dieaway time.
he average time spacing is the average of the probability density
unction given in Eq. (8), given by 1∕𝑟 where 𝑟 is the average rate of

Poisson events.
The number of fission events which occurred during the measure-

ment is related to the source fission neutron yield, 𝑆𝑓 , and average
number of fission neutrons emitted per fission event, �̄�,

𝑁𝑓 =
𝑆𝑓 𝑡
�̄�

, (17)

where the fission neutron yield is a function of the fission neutron count
rate 𝑟𝑓 and the absolute fission neutron detection efficiency 𝜀𝑓 ,

𝑆𝑓 =
𝑟𝑓
𝜀𝑓

. (18)

Combining Eqs. (16), (17), and (18), substituting the result into
Eq. (15) to eliminate the variable 𝐼2, and algebraically rearranging
yields:

𝑟1 = 𝑟𝑏 + 𝑟𝑓

[

1 − 1
�̄�𝜀𝑓

∞
∑

𝑖=2
(𝑖 − 1)𝑃𝑖

]

. (19)

Further algebraic manipulation of this equation, using Eq. (11) to
liminate 𝑟𝑓 and fully expanding all terms yields the FTIDA method
overning equation,

1 − 𝑟𝑏 −
(

𝑟𝑡𝑜𝑡 − 𝑟𝑏
)

[

1 − 1
�̄�𝜀𝑓

∞
∑

𝑖=2
(𝑖 − 1)

∞
∑

𝜈=𝑖

(

𝜈
𝑖

)

𝜀𝑖𝑓
(

1 − 𝜀𝑓
)𝜈−𝑖 𝑃 (𝜈)

]

= 0,

(20)

here 𝜀𝑓 is the single unknown. The absolute fission neutron detection
fficiency is auto-calibrated by solving this equation using an algebraic
oot-finding algorithm.

Because Eq. (20) is implicit with respect to the absolute fission neu-
ron detection efficiency, it is not possible to apply general uncorrelated
ncertainty propagation to determine the statistical uncertainty of 𝜀𝑓 .
nstead, a Monte Carlo method is used to evaluate the uncertainty by
epeating the calculation of 𝜀𝑓 for a number of Gaussian statistical
ealizations of Eq. (20) using the statistical uncertainty of the known
arameters. Details of uncertainty quantification for the FTIDA method
re presented in [20].

.4.3. The MTIDA method
The purpose of the MTIDA method is to isolate the count rates of

𝛼,n) and fission neutrons contributing to the total count rate measured
or a mixed (𝛼,n) + fission neutron source. In measurements of such
ources, the total count rate measured with the detector system, 𝑟𝑡𝑜𝑡, is
he sum of the (𝛼,n) neutron count rate, 𝑟𝛼 , the fission neutron count
ate, 𝑟𝑓 , and the background neutron count rate, 𝑟𝑏,

𝑡𝑜𝑡 = 𝑟𝛼 + 𝑟𝑓 + 𝑟𝑏. (21)

The background count rate is the total count rate computed us-
ng Eq. (1) for a separate background measurement with no neutron
ources in the detector system.

The fission neutron count rate is decomposed into components con-
ributing to regions 1 and 2 of the measured time interval distribution
n the same way as discussed in Section 3.4.2,

𝑓 = 𝑟𝑓1 + 𝑟𝑓2, (22)

and the initial form of the uncorrelated neutron count rate, 𝑟1,

𝑟 = 𝑟 + 𝑟 + 𝑟 = 𝑟 +
(

𝑟 − 𝑟
)

+ 𝑟 , (23)
1 𝛼 𝑓1 𝑏 𝛼 𝑓 𝑓2 𝑏
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is obtained from the measured time interval distribution by fitting a
single exponential function to region 1.

The theoretical prediction of 𝑟𝑓2 is also performed in the same
way as in the FTIDA method through the utilization of fission neutron
multiplet detection theory. Substituting the theoretical form of 𝑟𝑓2,

𝑟𝑓2 =
𝑟𝑓
�̄�𝜀𝑓

∞
∑

𝑖=2
(𝑖 − 1)𝑃𝑖, (24)

into Eq. (23) yields

𝑟1 = 𝑟𝛼 + 𝑟𝑏 + 𝑟𝑓

[

1 − 1
�̄�𝜀𝑓

∞
∑

𝑖=2
(𝑖 − 1)𝑃𝑖

]

. (25)

In Eq. (25), 𝑟𝛼 may be eliminated as an unknown by substituting
𝛼 = 𝑟𝑡𝑜𝑡 − 𝑟𝑓 − 𝑟𝑏, a result of Eq. (21). By performing this substitution
nd through algebraic manipulation of the result, it is possible to derive
n explicit equation for the fission neutron count rate:

𝑓 =
�̄�𝜀𝑓

(

𝑟𝑡𝑜𝑡 − 𝑟1
)

∑∞
𝑖=2

(

(𝑖 − 1)
∑∞

𝜈=𝑖
(𝜈
𝑖

)

𝜀𝑖𝑓
(

1 − 𝜀𝑓
)𝜈−𝑖 𝑃 (𝜈)

) . (26)

Eq. (26) has two unknowns – 𝜀𝑓 and 𝑟𝑓 – therefore requiring that
the absolute fission neutron detection efficiency be known in order to
compute the fission neutron count rate. The absolute fission neutron
detection efficiency may be determined in a variety of ways listed
below in order of descending preference:

1. Measure a pure fission neutron source of the same type as that
in the mixed (𝛼,n) + fission neutron source and apply the FTIDA
method to determine 𝜀𝑓 .

2. Measure a 252Cf source, apply the FTIDA method to obtain
𝜀(Cf-252)
𝑓 , and use Monte Carlo simulations of the 252Cf and fission

source of interest spectra to relatively-calibrate the efficiency:

𝜀𝑓 = 𝜀(Cf-252)
𝑓

(

𝜀𝑓
𝜀(Cf-252)
𝑓

)

MC

. Other methods, such as absolute

neutron correlation counting or the measurement of a calibrated
source, could also be used to obtain 𝜀(Cf-252)

𝑓 .
3. Measure a 252Cf source, apply the FTIDA method to obtain

𝜀(Cf-252)
𝑓 , and assume that 𝜀𝑓 ≈ 𝜀(Cf-252)

𝑓 — an accurate assumption
based on results of detector system neutronics characterization
shown in Table 2. Other methods, such as absolute neutron
correlation counting or the measurement of a calibrated source,
could also be used to obtain 𝜀(Cf-252)

𝑓 .
4. Use Monte Carlo simulations to directly obtain an estimate of 𝜀𝑓 .

Once the absolute fission neutron detection efficiency is obtained,
q. (26) is used to directly compute the fission neutron count rate 𝑟𝑓 .
he (𝛼,n) neutron count rate may then be obtained by rearranging
q. (21),

𝛼 = 𝑟𝑡𝑜𝑡 − 𝑟𝑓 − 𝑟𝑏. (27)

Uncertainty quantification in the MTIDA method is performed by
pplying general uncorrelated uncertainty propagation first to Eq. (26)
o obtain the fission neutron count rate statistical uncertainty, and then
o Eq. (27) to obtain the (𝛼,n) neutron count rate statistical uncertainty.
his uncertainty quantification process is detailed in [20].

. Measurements and analysis

A set of five production measurements were performed using the
𝛼,n) neutron detector system in order to evaluate the accuracy of
he detector weighting and time interval distribution analysis methods
iscussed in Section 3. These measurements involved three neutron
ources: an Eckert & Ziegler AmBe (𝛼,n) neutron source with a cal-
brated (𝛼,n) neutron yield of 𝑆𝛼 = 3254 ± 49 n/s, an uncalibrated
𝜇Ci Eckert & Ziegler 252Cf spontaneous fission neutron source, and

n uncalibrated, low-activity RPI 252Cf source. The E&Z 252Cf neutron
11
Table 6
Production measurement characteristics.

Measurement Number of cycles Methods evaluated

Background 480 –

AmBe 192 Detector weighting

E&Z 252Cf 192 Detector weighting
FTIDA

AmBe + E&Z 252Cf 115 Detector weighting
MTIDA

AmBe + RPI 252Cf 192 Detector weighting
MTIDA

yield was believed to be on the order of 4000 n/s and the RPI 252Cf
eutron yield was believed to be on the order of 400 n/s. Table 6
ontains a listing of the measurements and their method validation
bjectives. All measurements were performed using the typical 3He
etector operating parameters given in Table 3 with cycle lengths of
5 min.

The five measurements consisted of a background measurement,
easurements of the AmBe (𝛼,n) and E&Z 252Cf spontaneous fission
eutron sources individually, and measurements of the AmBe + E&Z
52Cf and AmBe + RPI 252Cf sources together. The purpose of the back-
round measurement was to obtain neutron background count rates for
ach of the 96 3He detectors in the system. These background count
ates were used to background-correct the measured data obtained in
he remaining neutron source measurements.

The purpose of the AmBe source measurement was to evaluate the
ccuracy of the weighting method by comparing the neutron yield
omputed using the weighting analysis to the AmBe source calibrated
eutron yield. This comparison is valid only because the AmBe source
s a pure (𝛼,n) neutron source. For the detector weighting analysis of
he AmBe source measurement, the weights given in Section 3.3 were
tilized.

The purpose of the E&Z 252Cf source measurement was to evaluate
he relative accuracy of the weighting and FTIDA methods in deter-
ining the total (spontaneous fission) neutron yield of a pure fission

ource through cross comparison of the method results. Given that the
&Z 252Cf neutron yield was not calibrated, absolute evaluation of the
etector weighting and FTIDA methods was not possible in this case.
rom the measured data, the fission neutron yield was computed using
he detector weighting method as well as using the fission neutron
ount rate and the auto-calibrated absolute fission neutron detection
fficiency obtained using the FTIDA method,

𝑓 =
𝑟𝑓
𝜀𝑓

. (28)

This comparison is valid only because the 252Cf source is a pure
spontaneous fission neutron source. The detector weighting analysis
utilized the weights given in Section 3.3, and the FTIDA method utilized
the Santi & Miller prompt fission neutron multiplicity distribution for
252Cf spontaneous fission [24].

The purpose of the remaining two mixed (𝛼,n) + fission source
measurements was to evaluate the accuracy of the detector weighting
and MTIDA methods, used together, to determine the (𝛼,n) neutron
yield of a mixed neutron source. The (𝛼,n) neutron yield of the mixed
source was computed by first determining the total neutron yield using
the weighting method (𝑆 = 𝑆𝛼 + 𝑆𝑓 ) and then subtracting the fission
neutron contribution obtained from the MTIDA method (𝑆𝑓 = 𝑟𝑓

𝜀𝑓
) to

obtain 𝑆𝛼 :

𝑆𝛼 = 𝑆 − 𝑆𝑓 = 𝑆 −
𝑟𝑓
𝜀𝑓

. (29)

The computed (𝛼,n) neutron yields were compared to the calibrated
AmBe neutron yield to evaluate the method accuracy. The analysis
utilized the weights given in Section 3.3 and the absolute fission
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Table 7
Background- and deadtime-corrected response function data obtained from the four neutron source validation measurements.

Ring
number

Response Value [cps/detector]

AmBe E&Z 252Cf AmBe +E&Z 252Cf AmBe +RPI 252Cf

1 16.5 ± 0.010 29.3 ± 0.023 45.4 ± 0.023 19.3 ± 0.012
2 18.0 ± 0.010 30.8 ± 0.024 48.9 ± 0.024 20.9 ± 0.013
3 16.9 ± 0.010 26.6 ± 0.022 43.8 ± 0.022 19.3 ± 0.012
4 13.7 ± 0.009 19.2 ± 0.019 33.1 ± 0.019 15.4 ± 0.011
5 10.4 ± 0.008 12.5 ± 0.016 23.1 ± 0.016 11.5 ± 0.009
6 7.0 ± 0.006 7.2 ± 0.013 14.3 ± 0.013 7.7 ± 0.008
7 4.5 ± 0.005 4.0 ± 0.010 8.6 ± 0.010 4.9 ± 0.006
u
s
t
i

Fig. 12. Background- and deadtime-corrected response functions obtained from the
our neutron source validation measurements.

eutron detection efficiency obtained via the FTIDA method analysis
f the E&Z 252Cf measurement. The purpose of performing two mixed

source measurements was to test the weighting + MTIDA method for
different 𝛼 ratios of source (𝛼,n) vs. fission neutrons. In the case of
he E&Z sources the neutron emission is slightly dominated by fission
eutrons (𝛼 < 1)whereas in the case of the E&Z AmBe and RPI 252Cf
ources the total neutron yield is comprised of only roughly 10% fission
eutrons (𝛼 ≈ 10).

The raw measured data for all five measurements was inspected for
rrors (e.g. serial data transfer issues, serial port buffer overruns,3He
ount rate instability) and the pulse height distribution alignment for
ll detectors in each ring was verified. Measured data was corrected for
eadtime and neutron background. The response functions for the four
eutron source measurements were then computed, as well as the time
nterval distributions for the three measurements involving 252Cf. The
esponse function values are tabulated in Table 7 and are plotted both
n raw form in Fig. 12 and normalized to ring 2 in Fig. 13. The time
nterval distributions, computed with a bin width of 10 μs, are shown
n Fig. 14 up to time intervals of 2 ms.

Fig. 12 shows that the four measured response functions generally
ave the same shape, peaking in the second ring of 3He detectors and
hen monotonically decreasing as the ring radius increases. The peak
ies in the second ring due to the strong thermal neutron absorption
ccurring close to the first ring of detectors by the cadmium thermal
eutron filter. Energy spectrum dependence of the response functions
s visually evident, as the response for the E&Z 252Cf measurement
xhibits a larger difference between the response in the inner and outer
ing as compared to the three other measurements. This is due to the
act that the 252Cf spontaneous fission PFNS is significantly softer than
he AmBe (𝛼,n) spectrum.

The time interval distributions plotted for the three measurements
nvolving 252Cf, shown in Fig. 14, exhibit the expected features that are
12
Fig. 13. Background- and deadtime-corrected response functions obtained from the
four neutron source validation measurements, normalized to ring 2. Note that as
average source neutron energy increases, the response functions tilt to increased rates
in the outer detector rings due to the increased mean free path of the neutrons in the
system.

Fig. 14. Time interval distributions measured for the three neutron source validation
measurements involving correlated 252Cf spontaneous fission neutron detection.

tilized by the FTIDA and MTIDA coincidence methods. The region 1
lopes of the distributions are proportional to the total neutron yield of
he source, as the time interval distributions of the sources sorted by
ncreasing total neutron yield — E&Z 252Cf, E&Z AmBe + RPI 252Cf,

E&Z AmBe + E&Z 252Cf — follow this trend. The region 2 area of the
time interval distributions relative to the total distribution integral also
follows the expected trend of inverse proportionality to the fraction
of source neutrons which are fission neutrons. This expected behavior
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Table 8
Production measurement analysis results.

AmBe E&Z 252Cf AmBe + E&Z 252Cf AmBe + RPI 252Cf

Count Rate 𝑟𝛼 = 1300.0 ± 0.3 cps 𝑟𝑓 = 1984.0 ± 0.5 cps 𝑟𝑡𝑜𝑡 = 3291.0 ± 0.8 cps 𝑟𝑡𝑜𝑡 = 1482.7 ± 0.4 cps

Region 1 Fit Slope – 𝑟1 = 968.4 ± 0.2 s-1 𝑟1 = 2265.9 ± 1.5 s-1 𝑟1 = 1390.4 ± 0.4 s-1

Assumed Efficiency – – 𝜀𝑓 = 48.3% 𝜀𝑓 = 48.3%

Detector Weighting
Results

𝑆 = 3255 ± (38 + 44a) n/s 𝑆 = 4141 ± (50 + 56a) n/s 𝑆 = 7376 ± (82 + 100a) n/s 𝑆 = 3620 ± (46 + 49a) n/s

FTIDA Results – 𝜀𝑓 = 0.4833 ± 0.0014 – –
𝑆𝑓 = 4105 ± 12 n/s

MTIDA Results – – 𝑟𝛼 = 1289.2 ± 15.0 cps 𝑟𝛼 = 1296.5 ± 2.0 cps

𝑟𝑓 = 2001.8 ± 15.0 cps 𝑟𝑓 = 186.2 ± 2.0 cps

(𝜶,n) Neutron
Yield

𝑆𝛼 = 3255 ± (38 + 44a) n/s – 𝑆𝛼 = 3234 ± (89 + 100a) n/s 𝑆𝛼 = 3235 ± (46 + 49a) n/s

Estimated (𝛼,n)
Neutron Detection
Efficiency

39.9% – 40.1% 40.1%

aContribution of the detector weighting method systematic uncertainty.
is leveraged in the coincidence methods to isolate and correct for the
fission neutron contribution to the measurements during data analysis.

5. Results

The results of the production measurement analyses discussed in
Section 4 are given in Table 8. Detector weighting analysis of the
AmBe source measurement was found to be very accurate, as shown
in Table 8, determining a total neutron yield of 3255 ± 82 n/s for the
AmBe source. Given that the AmBe source is a pure (𝛼,n) source, this
value was compared directly to the AmBe source calibrated neutron
yield of 3254 ± 49 n/s — a difference of 0.04%. While the true
accuracy of the weighting method cannot be known to better than the
calibration uncertainty of 1.5%, the agreement between these values
is encouraging in validating the performance of the detector weighting
method.

Although the results of the FTIDA and detector weighting analyses
of the E&Z 252Cf source measurement could not be compared to a cali-
brated value, the method accuracy was relatively evaluated by through
cross comparison. An absolute fission neutron detection efficiency for
252Cf spontaneous fission of 0.4833 ± 0.0014 was determined using the
FTIDA method, corresponding to a fission neutron yield of 4105 ± 12
n/s via Eq. (28) and the background- and deadtime-corrected fission
neutron count rate obtained from the measurement and given in Ta-
ble 8. The detector weighting method computed a total (spontaneous
fission) neutron yield of 4141 ± 106 n/s for the source. These values
agree to within 1%, which is excellent relative agreement between the
two methods and provides another level of validation of the weighting
and FTIDA methods.

The most challenging analysis in this work was the analysis of the
two (𝛼,n) + fission neutron source measurements which utilized the
combination of the weighting and MTIDA methods to obtain the (𝛼,n)
neutron yield of the mixed source. For the measurement of the E&Z
AmBe and 252Cf sources, the MTIDA method separated the total count
rate into an (𝛼,n) neutron contribution of 𝑟𝛼 = 1289 ± 15.0 cps and
a fission neutron contribution of 𝑟𝑓 = 2001.8 ± 15.0 cps. Comparing
these values to the count rates obtained in the measurements of the
E&Z sources individually, the MTIDA method successfully separated the
count rates to an accuracy of better than 1% for both neutron types.

Using the weighting method to compute the total neutron yield
of the E&Z AmBe + E&Z 252Cf source and correcting the total neu-
tron yield for the fission neutron contribution via MTIDA results
and Eq. (29), an (𝛼,n) neutron yield of 3234 ± 189 n/s was obtained
for the mixed source condition. While the (𝛼,n) neutron yield was again
found to be very accurate, agreeing with the AmBe source calibrated
value to 0.6%, the total uncertainty of the (𝛼,n) neutron yield was
 m

13
quite large. The uncertainty can be decreased by performing a longer
measurement to reduce the statistical uncertainty component, but it is
important to note that the magnitude is exacerbated for cases such as
this where there is a large fission neutron correction. In this case, the
total neutron yield is large relative to the (𝛼,n) neutron yield, and the
systematic uncertainty of the total neutron yield is transferred directly
from 𝑆 to 𝑆𝛼 via Eq. (29) (see Table 8). As a result, the total uncertainty
increases for measurements of sources which are dominated by fission
neutron emission.

The same analysis approach was taken for the second mixed neutron
source measurement of the E&Z AmBe source + the RPI 252Cf source
— however, in this case, the neutron emission was dominated by (𝛼,n)
neutrons. As shown in Table 8, the MTIDA method was again able
to very accurately separate the (𝛼,n) and fission neutron count rates,
computing an (𝛼,n) neutron count rate of 1296.5 ± 2.0 cps which agrees
to 0.3% of the value obtained from the AmBe source measurement.
Using the same procedure to compute the total neutron yield using
the detector weighting method and correct for the fission neutron
contribution, an (𝛼,n) neutron yield of 3235 ± 95 n/s was determined
for the mixed source. This result is accurate to the AmBe calibrated
neutron yield to 0.6%, and the analysis demonstrates the concept that
the systematic uncertainty in the final (𝛼,n) neutron yield is reduced
for cases where (𝛼,n) neutrons dominate the source neutron emission
(large 𝛼).

6. Conclusions

In this work, a neutron detection system and data analysis meth-
ods were developed for (𝛼,n) neutron counting of enriched uranium
compounds with low total neutron emission rate to support validation
needs for (𝛼,n) reaction nuclear data and (𝛼,n) neutron source modeling
techniques. The detection system, a moderated 3He detector array with
digital data acquisition, was successfully designed, manufactured, and
operated using feature-rich data acquisition software developed and
tested in-house. The high-fidelity digital neutron detection event data
was processed, corrected, and analyzed using total neutron counting
and coincidence methods developed as part of this work. Through
measurements of a calibrated AmBe (𝛼,n) neutron source and multiple
252Cf neutron sources with varying spontaneous fission neutron yields,
the accuracy of the total neutron counting and coincidence methods
was validated both independently and jointly. It was found that in
three measurements, one measurement of the pure AmBe (𝛼,n) source
and two experiments measuring the AmBe source with different 252Cf
spontaneous fission sources to include fission neutron contamination,
the methods were able to deduce the (𝛼,n) neutron yield from the
easured data to an accuracy better than 1% in all cases.
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The foremost future work topic for this detector system and data
nalysis methods is the improvement of the detector weighting method
nergy grid selection process and the calculation of the detector
eights. While careful evaluation procedures were taken in this work to

elect the energy grid, the development of a more rigorous process, po-
entially utilizing optimization techniques such as principal component
nalysis to precisely identify an optimal energy grid, are advantageous.
dditionally, exploration of methods to intelligently constrain the least-
quares solution to encourage weights with smaller magnitude without
dding significant bias and introducing degradation of performance is
f interest for reduction of weighting method statistical uncertainty.
or example, regularization methods such as ridge regularization [25]
perate in this way when applied to linear least squares, but initial
esting of the weighting method utilizing this regularization scheme
ere found that the regularization introduced a large bias into the

alculations.
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