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Abstract — To resolve discrepancies in evaluated cross sections among major nuclear data libraries, energy- 
differential neutron transmission and radiative capture yield of 181Ta were measured from 0.15 to 100 keV using 
multiple sample thicknesses. The new measurements provide resolution such that the resolved resonance region 
(RRR) can be evaluated up to at least 2.5 keV and the unresolved resonance region can be evaluated up to at least 
100 keV. The transmission and capture yield measurements were modeled using resonance parameters from three 
major libraries to assess the predictive capability of each. It was found that JENDL-5.0 performed best in the RRR. 
Because of the poor performance of the U.S. ENDF/B evaluation, it is recommended that ENDF/B be reevaluated 
for 181Ta.

Keywords — Nuclear data, neutron transmission, radiative capture yield, tantalum, resonance.  

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

Tantalum is a refractory metal, which means it is part 
of a group of metals with properties that make them 
especially resistant to heat and mechanical stress. 
Tantalum is chemically resistant[1] and has a high melting 
temperature of 3269 K.[2] The natural isotopic abundance 
of Ta is 99.99% 181Ta,[3] which is attractive from the 
standpoint of nuclear interaction modeling. The natural 
properties of Ta make it a desirable material for the 
fabrication of devices that must survive extreme environ-
ments. Tantalum is used for the High Flux Isotope 

Reactor (HFIR) at Oak Ridge National Laboratory 
(ORNL)[4]; for neutron-producing targets in accelerator 
facilities such as Rensselaer Polytechnic Institute (RPI); 
and for test tubes and crucibles in experimentation with 
molten actinides, where criticality safety is a concern.[5–8] 

Recently, several efforts have been made in the field of 
criticality safety to better characterize Ta cross sections in 
models of critical experiments.[9]

Existing evaluations of Ta can be used to estimate 
neutron reaction cross sections, and some of the major 
libraries include ENDF/B-VIII.0,[10] JEFF-3.3,[11] and 
JENDL-5.0[12]; total cross sections σt from each library 
are plotted in Fig. 1. Note that the JEFF-3.3 and JENDL- 
5.0 evaluations are adjusted to better visualize the curves. 
These evaluations represent reaction probabilities for 
181Ta to varying levels of accuracy based on the evalua-
tion process, where semi-empirical models are adjusted to 
best represent experimental data. Significant discrepan-
cies exist between the mean values of the cross sections 
of these evaluations, particularly between ENDF/B-VIII.0
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and the others in the region of 0.3 to 2.5 keV. The impact 
of the cross-section differences in that energy region is 
demonstrated in a publication by Brown et al.[13] None of 
these evaluations contain any uncertainty information.

Although many datasets are available for neutron 
interactions in the energy region of interest (i.e., less 
than 100 keV in the EXFOR database[14]), only transmis-
sion measurements by Harvey et al.[15] have the resolu-
tion required for updated resolved resonance region 
(RRR) evaluations. For this reason, new measurements 
are called for, with the greatest need being high- 
resolution radiative neutron capture measurements. To 
enable evaluators to improve the accuracy of neutron 
reaction cross sections for radiative transport simulations 
and estimate their uncertainties, new high-resolution neu-
tron transmission and radiative capture measurements 
were performed at RPI in addition to a validation neutron 
transmission measurement.

II. MEASUREMENTS AT RPI

Rensselaer Polytechnic Institute is home to the 
Gaerttner Laboratory Linear Electron Accelerator 
(LINAC) Center. The Gaerttner LINAC accelerates elec-
trons to approximately 50 MeV in short bursts of between 
5 ns and several seconds, which strike a neutron- 
producing target made of plates of Ta cooled by flowing 
water, which also acts as a neutron moderator. This pro-
cess results in bursts of neutrons being produced in a very 
short period of time at many different energies (often 
referred to as a pulsed white source). Neutron time-of- 
flight (TOF) experiments such as those performed at the 
Gaerttner LINAC provide a means for performing high- 
resolution energy-differential measurements. These 

measured quantities include neutron transmission and 
neutron capture yield, which provide the information 
necessary to calculate total cross section σt and capture 
cross section σγ, respectively. The TOF of a neutron can 
be related to the neutron’s energy,

where mn = neutron mass; c = speed of light; FP = flight path, 
or it can be related to the distance that the neutron travels. 
TOF measurements require knowledge of the time at which 
a free neutron is produced t0 and the time at which a neutron 
interacts with the sample of interest or detection system ti. 
The difference of these two quantities is defined as the TOF: 
TOF ¼ ti � t0. At the RPI LINAC, t0 is determined from the 
time the collision of pulsed electrons produces 
a bremsstrahlung gamma flash in the neutron-producing 
target. These bremsstrahlung photons cause ðγ; nÞ reactions 
in the target and produce a burst of neutrons in a range of 
energies.

Neutron transmission measurements record the neu-
tron count rate of a detector at some fixed FP for both 
a sample in the beam ·CTaðtiÞ and no sample in the beam 
(open) ·COðtiÞ. The background-subtracted ratio of these 
two quantities is the neutron transmission:

where ti = time; kTa
·BðtiÞ = time-dependent background 

for the “sample-in” measurement; kO
·BðtiÞ = time- 

dependent background for the open measurement; ·B0Ta 

= sample-in constant background; ·B0O = constant back-
ground for the open measurement. Beam monitors track 
the neutron production as a function of time to determine 
the normalization factors α1,α2,α3, and α4, which are used 
to normalize the count rates ·CTa and ·CO.

Neutron capture measurements use photon-sensitive 
detectors to record the rate of photons resulting from 
radiative neutron capture. The count rate observed by the 
C6D6 detector is

where ηγ = efficiency to detect a photon; A = area illuminated 
by the neutron beam; ϕðtiÞ = neutron flux on the sample;

Fig. 1. Discrepancies exist between major evaluations on 
the mean values of cross sections and where specific 
cross-section models should be applied. As an example, 
total cross section σt is shown here. None of the evalua-
tions include uncertainty information. 
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YTaðtiÞ = capture yield of Ta; ·BγðtiÞ = time-dependent back-
ground recorded by the detector; ·B0γ = constant background. 
Here, we define capture yield as the number of capture events 
per incident neutron. The quantities of interest are the total 
cross section σt and capture cross section σγ, which are 
related to the transmission,

and primary capture yield,

where n is the sample thickness in units of atoms/b. Note that 
primary capture yield Y0;Ta is the probability of the first 
neutron reaction in the sample to be a radiative capture 
event and is not equivalent to the total capture yield YTa. 
The total capture yield that is measured can include captures 
in surrounding structures (false capture) and captures that 
occur after a neutron has undergone scattering reactions in 
the sample (multiple scattering).

Neutron cross sections are often categorized into several 
different regions of energy, each with a corresponding semi- 
empirical model that best describes the physics of the region. 
There is an RRR model for the lowest-energy region 
(excluding special solid-state considerations), the unresolved 
resonance region (URR) model for energies just beyond the 
RRR, and the fast or continuum region for where the cross 
section varies slowly as a function of energy.

Each of the three experiments discussed here has 
small variations in the burst width, flight path, and neu-
tron production target to optimize different aspects of the 
measurements. In general, the goal of these measure-
ments is to produce high-resolution measurements of 

total and capture cross section where little to none cur-
rently exist. Detailed sample geometry and composition 
can be found in Ref. [16]. A summary of all experimental 
parameters for the three measurements is given in Table I.

II.A. 100-m Transmission

The 100-m transmission detector is a modular array 
of four 6Li glass detectors coupled to eight photomulti-
plier tubes (PMTs), called the Mid-Energy LI Neutron 
Detector Array (MELINDA). This detector setup is dis-
cussed at length by Bahran[19] and Brown.[16] The design 
of the MELINDA detector optimizes the resolution and 
count rate possible for the region of neutron energies of 
approximately 1 to 200 keV. Because one of the goals of 
this set of measurements is to produce high-resolution 
transmission data in the energy region above the current 
ENDF/B-VIII.0 RRR (the maximum of which is 330 eV), 
this detector system is ideal for much of that energy 
range. It also provides data that can be used for URR 
evaluations, which will likely be needed up to 100 keV.

Multiple sample thicknesses were measured to increase 
the accuracy of a Bayesian evaluation using cross-section 
models. The evaluation process includes thickness- 
dependent experimental corrections, and including multiple 
thicknesses reduces the dependence on those corrections. 
Another reason for multiple thicknesses is that thin and 
thick samples are capable of testing different parameters. 
For measurements using the 100-m detector, 1-, 3-, and 
6-mm–thick (i.e., 0.00566 ± 0.00008, 0.017131 ± 0.0001, 
and 0.03356 ± 0.00007 atoms/b) Ta samples of 99.95% 
purity were used. A depleted uranium reference sample of 
0.08210 atom/b in thickness was also measured.

To maximize the neutron count rate, the MELINDA 
detector required a direct line of sight to the neutron

TABLE I 

Experimental Parameters for All Three Experiments* 

Parameter 100-m Transmission 45-m Capture 35-m Transmission

Pulse width (ns) 8 ± 1 8 ± 1 10 ± 1
Beam energy (MeV) 52 52 50
Repetition rate (Hz) 400 400 400
Target C-shaped[17] C-shaped Bare Bounce (BB)[18]

Detector MELINDA[19] C6D6
[20] 35-m Li[21]

FP (m) 100.14 ± 0.01 45.27 ± 0.05 35.18 ± 0.04
Sample n (atom/b) 0:00566� 1:4% 0:005631� 0:8% 0.06716 ± 0.4%

0:017131� 0:7% 0:011179� 0:1%
0:03356� 0:2%

*Since the 100-m transmission and 45-m capture were performed in parallel, the beam parameters are the same. 
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production target, as opposed to the 35-m transmission 
discussed below. However, this configuration comes at 
the cost of increased time-dependent photon background, 
presumably from radiative capture of neutrons in hydro-
gen nuclei. The time-dependent background consists of 
several components: time-dependent neutron background 
from neutrons scattered out of “true” energy and into 
a different energy bin, time-dependent photon back-
ground from the bremmstrahlung reaction in the produc-
tion target and neutron capture in the hydrogen and 
tantalum in the target, and room background. The back-
ground was measured using the “black resonance” 
method.[22] The RPI LINAC was operated with 
a repetition rate of 400 Hz and approximately 50-MeV 
electron energy using the “C-shaped” neutron-producing 
target described by Overberg et al.[17] A large helium 
tank was positioned between the target and the sample 
to reduce scattering from the air.

For neutron transmission measurements (and capture 
yield), interaction events are recorded by a detector as 
a function of time and are added to a finite-width TOF 
bin bw. These bins have some width in time in which they 
were open collecting counts for each LINAC pulse and 
corresponding electronic trigger. The total number of 
triggers trigs is used to determine the total time counts 
collected. Using these parameter definitions, the count 
rate is as follows:

The count rate variables necessary to calculate transmis-
sion are enumerated in Eq. (2). As described in Ref. [16], 
the count rates were dead time corrected. The time- 
dependent background is assumed to behave approxi-
mately as a power function. To quantify the background 
at specific points in the TOF spectrum, the black resonance 
method was used. Cobalt-59 has a strong isolated reso-
nance that when placed in the neutron beam, removes all 
neutrons near 132 eV, leaving only time-dependent and 
constant background to be counted. Cobalt was placed in 
the beam for the duration of the experiment as a “fixed 
notch.” Mg, Al, Na, and Mn have strong resonances at 84, 
35, 2.8, and 0.33 keV, respectively. These materials were 
placed in the beam during background runs to find the 
shape of the background. The background function

was fit to the black resonance notches at 84, 35, 2.8, and 
0.33 keV using a nonlinear least-squares fit. This power-law 

function was chosen simply because it fit well with 
a limited number of parameters (less than the number of 
data points) and is commonly used for TOF background fits 
(e.g., Ref. [23]). The fitted background shape was then 
normalized to the fixed notch count rate in the production 
data (i.e., normal data excluding the background runs) to 
determine kTa and kO. The transmission count rates and 
fitted backgrounds are shown in Fig. 2. The open and 
sample background shapes are identical (parameter b is 
the same for each), with different normalizations according 
to the fixed notch for each. This background method also 
agrees well with the reference 238U transmission data.

The transmissions in Fig. 3 represent the full energy 
region of reliable transmission data and uncertainties, spe-
cifically 0.15 to 100 keV. If repeating this measurement, the 
background characterization could be extended to 250 keV 
by including a Li notch filter. The reduction in variance of 
the measured transmission from 3 to 10 keV demonstrates 
the transition from the RRR to the URR. Outside of this

Fig. 2. Sample-in and sample-out count rates and corre-
sponding backgrounds. The solid lines represent the mea-
sured open beam count rate and calculated open 
background count rate. The dashed lines represent the 
sample count rate and calculated sample background 
count rate. 

Fig. 3. All three transmission measurements. Note the 
large variance at 5.9 and 35 keV caused by structural Al. 
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energy range, the background is unconstrained by measure-
ment and could only be extrapolated. Figure 4 shows an 
example of the comparison of the data for 1-, 3-, and 6-mm 
samples compared with theoretical transmission for those 
thicknesses from a SAMMY[24] calculation using ENDF/ 
B-VIII.0[10] resonance parameters.

Uncertainties were linearly propagated from mea-
sured data and fitted background parameters to the 
final transmission values to form the final covariances 
associated with each measurement using the nuctools 
code[25] based on the equations in Ref. [16]. As an 
example, the correlation matrix for the 6-mm sample is 
given in Fig. 5. The structure seen in the image is 
a result of the resonant structure in the cross section. 
One of the most significant contributors to the total 
uncertainty in transmissions in the peak of resonances 
is the fitted background parameter b from Eq. (7), where 
Δb ¼ 6%. This is an unusually large uncertainty in the 
background, possibly due to the photon background 
contribution from a direct view of the neutron produc-
tion target. In the energy regions between resonance 
peaks, the � 6% uncertainty is lower than at the peaks 
and is dominated by counting statistics for ·CTa and ·CO, 
as is the URR.

II.B. 45-m Capture

The goals of the 45-m capture measurement are nearly 
identical to those of the 100-m transmission. However, the 
energy region of reliable data reaches up to 200 keV. High- 
resolution capture yield data are less available, so it is 
arguably more important than the transmission. Samples 

used in the capture experiment are 1-and 2-mm-thick 
(0.005631 and 0.011179 atoms/b) Ta samples of 99.95% 
purity, an enriched B4C sample[20] used to measure the 
neutron rate incident on the sample, and a Pb sample to 
measure the rate of gamma rays scattered from the beam 
into the detectors. Count rate was calculated in the same 
manner as transmission [Eq. (6)], and the same dead time 
correction model was applied. The electronic data acquisi-
tion is different from the 100-m transmission, as it is 
digitized. The digitization of voltage pulses read from the 
PMTs allows for greater flexibility in postanalysis of the 
data and significantly increases the amount of information 
stored for each event.

Reducing measured capture rates to capture yield 
requires analysis of a greater complexity than the trans-
mission. The photon detection efficiency ηγ requires 
detailed knowledge of the energy of the resulting 
gamma cascade energies Eγ as well as the chemical 
makeup and geometry of the detectors used. The capture 
detection system was designed to detect no more than one 
photon per gamma cascade following neutron capture; 
thus, the total energy detection principle[26] and the pulse- 
height weighting technique[27] could be employed to 
relate the pulse height observed in the detector to Eγ 
and, therefore, to ηγ. We assume that the efficiency to 
detect a photon is proportional by constant k to the 
photon energy Eγ as

Fig. 4. ENDF/B-VIII.0 resonance parameters are used in 
a SAMMY calculation to model the experimental trans-
mission. The end of the ENDF/B-VIII.0 RRR is shown 
here, where a poor fit to the 330-eV resonance can be 
seen. Note that sample “1 mm - a” is nearly identical but 
physically different from sample “1 mm - b” used in the 
capture measurements. 

Fig. 5. Covariance for transmission as a function of 
energy, linearly propagated from the systematic and sta-
tistical uncertainty in the variables of Eq. (2). 
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and the efficiency to detect a capture event ηc is related to 
the efficiency to detect a given photon ηγ;i in the cas-
cade as

The capture efficiency ηc can be approximated by

if ηγ << 1. Note that mγ is the multiplicity of the gamma 
cascade.

In reality, detectors do not behave with efficiency in 
perfect linear proportionality to energy. The typical inter-
action of a photon with C6D6 molecules is Compton 
scattering, which deposits energy Ed according to some 
probability distribution RðEγ;EdÞ, which is referred to as 
the response function. This response function is 
a function of ηγ and Ed and along with the weighting 
function WðEdÞ satisfies the following relationship:

where the constant EL is a lower-energy cutoff applied to 
the raw data to eliminate background events that typically 
deposit small amounts of energy.

Following the example of Borella et al.[28] and 
McDermott et al.,[29] the response functions of the C6D6 
detectors to varying monoenergetic photons were simu-
lated using the Monte Carlo code MCNP 6.1.[30] The 
response functions were then used to calculate weighting 
functions WðEdÞ for each of the detectors, which were 
applied to the recorded counts data. The weighted counts 
for a given TOF were then calculated as

The background ·BγðtiÞ þ
·B0γ for the weighted count rate 

·CTa
Ta is given by the open beam (no sample) count rate 

·CTa
O , weighted in the same fashion as the Ta; here, the 

weighting is denoted by a superscript. An additional “in 
beam gamma scattering” background is given by the net 
count rate for Pb. The net count rate for Pb is

and the net count rate for Ta is

Typically, ·CPb
Pb;net is much smaller than the open count rate 

·CTa
O and is almost negligible for neutron energies below 

100 keV. The photon weighting correction kp normalizes 
the Pb weighting to the weighting of Ta; kp is described 
elsewhere.[20,29]

To calculate the yield, the rate at which neutrons 
strike the sample must be determined. This is done 
using the well-known (n,αγ) cross section of 10B. Here, 
B4C enriched to 91.7%[20] is placed in the beam, and 
the capture rate ·CB4C is measured. The count rate for 
B4C remains unweighted, as neutron capture produces 
only a characteristic 477-keV photon in the energy 
region of interest. Background is subtracted from 
·CB4C, and the net count rate is divided by the MCNP 
version 6.1[30]–simulated B4C photon production yield 
YB4C to calculate the neutron rate,

The capture yield for 181Ta can then be calculated by the 
ratio of the capture event rate to the incident neutron rate 
scaled by the normalization constant fn, as shown in 
Eq. (16):

The normalization constant fn is necessary because the 
absolute neutron flux was not known—only the time- 
dependent shape of the flux. Often, an absolute nor-
malization of capture rate can be determined using 
a capture resonance at low energies (such as the 
4-eV resonance), but in this case the data were unreli-
able in that energy range. In a procedure similar to 
that employed by Corvi et al.,[31] resonances observed 
in the transmission measurement made at 100 m were 
fit using SAMMY to determine Γn and Γγ and subse-
quently used to normalize the flux. The resonances 
used were found at Eλ ¼ 204; 208 eV, with Γn ¼

2:89; 9:18 meV and Γγ ¼ 68:3; 76:9 meV, respectively. 
For each of these, Γγ > > Γn, and the capture area
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which is, therefore, sensitive to the neutron width (deri-
vation given in Refs. [16] and [32]. Once the partial 
widths were determined with transmission, the same two 
resonances in the capture yield measurement were fitted 
using a normalization parameter in SAMMY. The 
expected error due to the normalization was approxi-
mately 3%. It is recommended that the normalization 
uncertainty and the correlation to the 10Bðn; αγÞ cross 
section be included as part of the prior in a Bayesian fit 
for evaluations. Carlson et al. estimate approximately 
1% uncertainty on the 10Bðn; αγÞ cross section.[33] 

Capture yields for the 1- and 2-mm samples are shown 
in Fig. 6.

II.C. 35-m Transmission

The 35-m transmission measurement has been 
well described by Brown et al.[13] The raw data from 
that measurement was re-binned and re-reduced to 
transmission here to adjust the resolution of the 
reported data. The measured count rate for the open 
beam and sample-in configurations, as well as their 
associated backgrounds, are shown in Fig. 7.

The background was determined using the black 
resonance method, which is the same as that of Brown 
et al.[13] and the 100-m transmission. Background mea-
surements for Na (2.8-keV) and Li (250-keV) notches 
were collected in addition to the production data collec-
tion. With the addition of these two notches, there are 
four total background points to fit a background function 

with for the Ta sample-in, sample-out, and uranium sam-
ple-in measurements. The decaying exponential function,

was fit to the data, and the values of kTa and kO were 
determined by normalization to the 35-keV Al fixed 
notch. The transmission for the 12-mm sample is shown 
in Fig. 8 along with that of the depleted uranium sample.

The covariance calculation for the 12-mm Ta sample 
is identical to that performed for the 1-, 3-, and 6-mm 
samples. The correlation, transmission, and standard 
deviation are all plotted as a function of energy in Fig. 9.

III. COMPARISON TO CURRENT EVALUATION

In comparing these new data to some of the major 
evaluations of 181Ta, conclusions can be drawn about the 
overall performance of the library by its ability to predict 
both neutron transmission through each of the samples 
and neutron capture yield. The comparison of ENDF/ 
B-VIII.0 to each set of the transmission data and capture 
yield data from RPI is shown in Fig. 10.

In the limited energy window where the data are shown, 
it can be seen that the ENDF/B-VIII.0 evaluation results in 
a predicted transmission that performs progressively worse as 
neutron energy increases toward 330 eV, especially between 
resonances (e.g., between 310 and 325 eV).

A more holistic measure of the performance of each 
library in the RRR is the χ2 value of the model compared to 
the measured data, as calculated by SAMMY. For each of the

Fig. 6. Capture yield for the 1- and 2-mm samples. 
Though capture yield should never be greater than 
unity, the uncertainty band in this case includes values 
that are > 1. This is expected because the normalization 
introduces � 3% uncertainty. Note that the 1-mm sam-
ple includes the identifier “b,” which simply indicates 
that it is a different 1-mm sample from that of the 100-m 
transmission measurement (which was “1 mm – a”). The 
difference between “a” and “b” is mostly negligible, but 
each has unique documentation. 

Fig. 7. The count rate for the thick Ta transmission 
validation measurement. The solid lines represent the 
measured open beam count rate and calculated open 
background count rate. The dashed lines represent the 
sample count rate and calculated sample background 
count rate. 
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SAMMY calculations, the experimental parameters were 
kept the same, and only the resonance parameters were chan-
ged to either ENDF/B-VIII.0 (ENDF-8.0), JEFF-3.3, or 
JENDL-5.0. The resulting χ2 values from the fits are given 
for each sample measurement and each library in Table II.

It should be noted that whereas ENDF/B-VIII.0 
defines a different energy region for the RRR than the 
other evaluations,a the χ2 values in Table II are divided 

by the number of data in each measurement and, there-
fore, are a relatively fair comparison. Using the average 
χ2 value of each library as a metric of their performance, 
JEFF-3.3 and JENDL-5.0 are remarkably similar, with 
JENDL-5.0 performing slightly better. This is likely 
derived from the fact that JENDL-4.0[34] used the 
JEFF-3.3 parameters and that JENDL-5.0 evaluators 
made small adjustments for the updated evaluation. The 
100-m transmission data and 45-m capture yield data 
were designed to resolve resonances beyond 2.5 keV, 
making them valuable in a future evaluation of the 
181Ta RRR. This can be demonstrated by calculating 
the experimental energy resolution as a function of
incident neutron energy as shown in Fig. 11.

Fig. 8. (Top) 12-mm Ta and (bottom) thick U sample 
transmissions as measured at the 35-m detector. Notice 
the matching structure in each measurement at 132 eV 
from the Co fixed notch and 5.9, 35, and 88 keV from the 
Al fixed notch. 

Fig. 9. Correlation, transmission, and standard deviation 
for the 12-mm Ta sample measured at 35 m. Spikes in 
uncertainty correspond to low count rates at resonances 
of Co and Al. 

Fig. 10. ENDF/B-VIII.0 resonance parameters were used 
as input to SAMMY to calculate theoretical neutron 
transmission and capture yield as a comparison to the 
measurements. The fit becomes worse as energy 
increases toward 330 eV. 

TABLE II 

Resulting χ2 Values from the Fits for Each Sample 
Measurement and Each Library* 

χ2 Values

Sample 
[energy 

range (eV)]
ENDF-8.0 
150 to 330

JEFF-3.3 
150 to 2500

JENDL-5.0 
150 to 2500

1 mm C 6.903 2.823 2.823
2 mm C 18.455 4.042 4.040
1 mm T 8.011 1.414 1.414
3 mm T 19.349 1.823 1.822
6 mm T 24.346 2.071 2.065
Average 15.413 2.435 2.433

*The corresponding transmission (T) or capture (C) yield for 
each measurement was calculated using each of the evaluated 
libraries, and the resulting χ2 values were calculated. Each of 
the χ2 values was divided by the number of data points com-
pared, in the energy region indicated. 

a ENDF/B-VIII.0 defines the region of 0 to 330 eV as the RRR, and 
JEFF-3.3 and JENDL-5.0 define the RRR as the region from 0 to 
2.5 keV.
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Comparing evaluations to the URR, more obvious 
discrepancies appear. The work by Brown et al.[13] 

shows the 35-m validation transmission measurement 
simulated with MCNP 6.1 using several evaluated 
libraries. The resulting theoretical transmissions are 
compared with the validation measurement, which 
showed that significant discrepancies exist in the URR. 
In the case of ENDF/B-VIII.0, the URR model is 
applied only up to 5 keV, and the transmission above 
5 keV does not properly account for resonance self- 
shielding. In the case of the other evaluations, the 
URR does not match the data up until approximately 
25 keV. Based on the performance of thick-sample trans-
mission simulations presented in Ref. [13], a new 181Ta 
evaluation including the current data would be 
recommended.

IV. CONCLUSION

In this work, new measurements of 181Ta were 
performed to provide high-resolution capture data 
where none previously existed, high-resolution trans-
mission data, and thick-sample transmission data cap-
able of validating resolved and unresolved evaluated 
parameters. All transmission measurements include 
full experimental covariance matrices. To properly 
account for uncertainty in capture data, it is recom-
mended to incorporate the aforementioned 

normalization uncertainties into the evaluation method 
(preferably following the methods employed in the 
SAMMY code) rather than propagate them to a full 
a priori data covariance matrix. In comparison with 
existing evaluations, it was found that the JENDL-5.0 
evaluation performed the best by the χ2 metric. It is the 
authors’ recommendation that the ENDF/B evaluation 
be updated to include the new data presented here, that 
the resolved and unresolved resonance regions be 
extended to match the JEFF-3.3 and JENDL-5.0 evalua-
tions, and that performance be improved for thick- 
sample neutron transmission.
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Fig. 11. The experimental energy resolution based on 
SAMMY 8.1 fit to 238U. The 100-m transmission and 
45-m capture yield measurements are capable of resol-
ving resonances beyond 2.5 keV (upper limit of JEFF- 
3.3), and the 35-m validation transmission is capable of 
resolving resonances up to approximately 1.5 keV. The 
width plotted here is taken as the full-width at half- 
maximum of the resolution function at a given neutron 
energy. The 100-m transmission with the 3-mm sample is 
shown for comparison to the resolution function on the 
inset plot. 
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