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 A B S T R A C T

Quasi-differential neutron scattering measurements of elemental tantalum (Ta) and carbon were performed 
at the Gaerttner Linear Accelerator Center at Rensselaer Polytechnic Institute using neutron time-of-flight 
spectroscopy. An array of eight EJ-301 organic liquid scintillator detectors measured neutron interactions 
between the pulsed white neutron source and the samples of interest. Signals were converted to digital pulses 
using a new 10-bit Struck SIS-3305 digitizer, which enhanced neutron detection efficiency above 3 MeV over 
previous measurements. An improved pulse shape analysis technique was developed and used to discriminate 
between incident neutron and photon interactions with the scintillator. Neutron time-of-flight histograms were 
compared with detailed Monte Carlo radiation transport simulations using MCNP6.3. The elemental carbon 
measurement was reproduced well by the ENDF/B-VIII.0 carbon evaluation, thus verifying the experimental 
methods and simulation geometry, and providing a normalization to the experimental data. The average 
deviation between the carbon measurement and evaluation, 4.0%, was adopted as the systematic uncertainty 
of the experiment. Evaluated neutron scattering and emission data of 181Ta from the ENDF/B-VIII.0, JEFF-3.3, 
ENDF/B-VIII.1, JENDL-5.0, and TENDL-2023 (updated) libraries were compared with the Ta measurement. The 
ENDF/B-VIII.0, JEFF-3.3, and TENDL-2023u 181Ta evaluations significantly overpredict Ta neutron scattering 
between 0.75 MeV and 2.5 MeV at backward scattering angles. In contrast, the ENDF/B-VIII.1 181Ta evaluation 
slightly underpredicts the experimental data in this energy range at all measured angles. Generally good 
agreement is observed between all evaluations and the experimental data above 5 MeV at all angles. The 
JENDL-5.0 and ENDF/B-VIII.1 181Ta evaluations show the best agreement with the experimental findings.
1. Introduction

Nuclear data are required to simulate the behavior of radiation 
traveling through matter. Incident radiation interact differently with all 
nuclei, therefore experiments are required to observe and tabulate these 
interactions for computational use. Producing accurate nuclear data 
with low uncertainty is essential for performing trustworthy radiation 
transport simulations. The advancement of nuclear data unilaterally 
supports the progression of many nuclear engineering disciplines, such 
as reactor design, nuclear non-proliferation and safeguards, dosimetry, 
and criticality safety.

Multiple organizations maintain and improve libraries of evaluated 
nuclear data utilized by radiation transport codes, which contain results 
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from theoretical physics models used to best match experimental nu-
clear data. Some major nuclear data libraries include the US Evaluated 
Nuclear Data File (ENDF/B-VIII.0) library by Brown et al. (2018), 
the Joint European Fission and Fusion (JEFF-3.3) library by Plompen 
et al. (2020), the Japanese Evaluated Nuclear Data Library (JENDL-5.0) 
by Iwamoto et al. (2023), and the International Atomic Energy Agency’s 
(IAEA) TALYS Evaluated Nuclear Data Library (TENDL-2023u) by Kon-
ing et al. (2019). Evaluated nuclear data within these libraries often 
agree for a given isotope; however, differences in the interpretation 
of experimental nuclear reaction data and/or physics models used to 
represent the measured data can lead to discrepancies. In this work, the 
differences in evaluated tantalum (Ta) nuclear datasets, particularly the 
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data mining, AI training, and similar technologies. 
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Fig. 1. (a) Double-Differential elastic scattering cross sections, 𝑑𝜎
𝑑𝛺
(E), of 181Ta at 110 degrees available in major evaluated nuclear data libraries. (b) 181Ta inelastic scattering cross 

sections, 𝜎𝑖𝑛𝑙(𝐸), available in major evaluated nuclear data libraries.
181Ta isotope which comprises 99.99% of elemental Ta (Meija et al., 
2016), are investigated. Fig.  1 illustrates the differences in both the 
double-differential elastic scattering, 𝑑𝜎

𝑑𝛺 (𝐸), and the integral inelas-
tic scattering cross sections between several evaluated 181Ta nuclear 
datasets.

Tantalum is a refractory metal that has a desirable combination 
of chemical, mechanical, and neutronic properties for applications in 
nuclear engineering. It exhibits excellent resistance to thermal and 
mechanical stresses, with a melting point of 3269 K (Malter and Lang-
muir, 1939), and is resistant to many corrosives (Taylor, 1999). Thus, 
tantalum is often utilized to fabricate components that must withstand 
extreme environments. In particular, tantalum is used as neutron-
producing targets at electron linear accelerator facilities, such as the 
Gaerttner Linear Accelerator Center at Rensselaer Polytechnic Institute 
(RPI), and as crucibles for handling molten actinides (Sakamura et al., 
1998 and Spirlet et al., 1985). The latter of which can raise criticality 
safety concerns when handing substantial quantities of fissile actinides.

Recently, many efforts have been made to reduce criticality safety 
concerns surrounding the use of tantalum. Contributions include de-
signing and performing new integral benchmark experiments (Percher, 
2019 and Hutchinson et al., 2024) and new differential neutron trans-
mission and radiative capture measurements (Rapp et al., 2019, Brown 
et al., 2019, McDermott, 2016, and Brown et al., 2023). These new 
experiments have been used to produce a new resolved resonance re-
gion (RRR) evaluation by Barry et al. (2024), an unresolved resonance 
region (URR) evaluation by Brown et al. (2025), and a high-energy 
region evaluation by Herman and Kowano (2021) for the release of the 
ENDF/B-VIII.1 nuclear data library (Nobre et al., 2025). The measure-
ment performed in this work aims to provide an independent, post hoc, 
performance validation of the high energy region of the new ENDF/B-
VIII.1 181Ta incident neutron evaluation. And to provide insight into 
areas in which all the 181Ta evaluations investigated can be improved.

2. Theory

The quasi-differential neutron time-of-flight measurement presented 
in this manuscript utilized organic liquid scintillator radiation detectors 
to observe neutron-induced neutron emissions from tantalum. For a 
non-fissionable sample, such as Ta, the measured neutron emissions are 
dominated by elastic and inelastic neutron scattering reactions with the 
target nucleus. Neutrons emitted from other decay channels, such as 
(n,2n) or (n,np), are present as the incident neutron energy increases 
beyond the neutron separation energy, which is 7.5768(14) MeV for 
181Ta (Wang et al., 2012). Despite this, the measured quantity from this 
experiment will be referred to as quasi-differential neutron scattering. 
This quantity represents the number of neutrons with initial energy 𝐸
which underwent either a single or multiple neutron scattering and/or 
2 
emitting reaction(s) within the Ta sample, and escaped in the direction 
of a neutron detector 𝜃, with a new energy 𝐸′. Note that only neutrons 
with a sufficiently high 𝐸′, about 400 keV, are detected. The reader 
who is interested in the mathematical representation of the measured 
quantity is directed to those presented by Saglime (2009).

The likelihood that a neutron with energy, E, undergoes a particular 
nuclear interaction, x, with a target nucleus is defined as a cross 
section, 𝜎𝑥(𝐸). The angular distributions of particles emitted following 
a nuclear interaction are often represented as Legendre polynomial 
expressions, 𝑓 (𝜇), where 𝜇 is the cosine of angle by which the outgoing 
particle is emitted, 𝜃. These nuclear reaction cross sections and angular 
distributions are required to solve the neutron transport equation, such 
as the linear Boltzman transport equation,

1
𝑣
𝛿𝛹
𝛿𝑡

(𝑟⃗, ⃖⃖⃗𝛺, 𝐸, 𝑡) + ⃖⃖⃗𝛺 ⋅ ∇𝛹 (𝑟⃗, ⃖⃖⃗𝛺, 𝐸, 𝑡) + 𝛴𝑡(𝐸)𝛹 (𝑟⃗, ⃖⃖⃗𝛺, 𝐸, 𝑡) =

∫

∞

0 ∫4𝜋
𝛴𝑠(⃖⃖⃖⃖⃗𝛺′ ⋅ ⃖⃖⃗𝛺, 𝐸′ → 𝐸)𝛹 (𝑟⃗, ⃖⃖⃖⃖⃗𝛺′, 𝐸′, 𝑡)𝑑𝛺′𝑑𝐸′ +

𝑄(𝑟⃗, 𝐸, 𝑡)
4𝜋

, (1)

in a radiation transport code. Here, various nuclear reaction cross 
sections, such as 𝛴𝑡(𝐸) and 𝛴𝑠(⃖⃖⃖⃖⃗𝛺′ ⋅ ⃖⃖⃗𝛺, 𝐸′ → 𝐸), are highlighted in 
red. Solutions obtained from Eq.  (1) are therefore dependent on the 
nuclear reaction cross section and angular distribution data utilized 
when performing the calculation. Producing the evaluated nuclear 
reaction data needed for these calculations is difficult, particularly 
in the MeV energy region, where many modes of decay are compet-
ing in the neutron-nucleus system, several nuclear reaction kinematic 
mechanisms are occurring, and available experimental nuclear data are 
sparse. Quasi-differential neutron scattering measurements, including 
this work, uniquely provide experimental nuclear reaction data to 
constrain optical model parameters and Hauser–Feshbach statistical 
calculations when modeling high energy nuclear reactions, or a post 
hoc performance validation of existing evaluated nuclear reaction data.

3. Experimental configuration

3.1. RPI linear accelerator center

The neutron time-of-flight experiments presented in this work were 
performed at the Gaerttner Linear Accelerator (LINAC) center at RPI. 
The accelerator is capable of accelerating bunches of electrons to ∼50 
MeV, which are incident on a tantalum target. These high energy 
electrons slow down in the tantalum target creating bremsstrahlung 
photons. Then, through the Ta photoneutron (𝛾,n) reaction, a nearly 
isotropic pulsed white neutron source is produced, and used for neutron 
time-of-flight spectroscopy. For this experiment, the LINAC was pulsed 
at a repetition rate of 400 Hz with an electron burst width of 8 ns and 
an average current of ∼11 μA. The unmoderated, or bare-bounce, tan-
talum target (Overberg et al., 1999) was used to maximize the neutron 
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Fig. 2. Illustration of the experimental setup for performing high energy quasi-
differential neutron scattering measurements using the time-of-flight technique at the 
RPI LINAC Center. This figure is not to scale.

flux in the high keV and MeV neutron energy region. Various steel, 
lead, and B4C collimators present within the evacuated flight tubes of 
the west neutron beamline, illustrated in Saglime (2009), reduced the 
neutron beam diameter to 3 inches at the sample location, 30.07 meters 
downstream from the neutron-producing Ta target. Additionally, a 
0.987 inch ± 0.012 inch depleted uranium (DU) filter was placed in 
the beam to reduce the intensity of the bremsstrahlung gamma flash. 
Finally, fluctuations in the neutron beam intensity were measured 
continuously during the experiment by three 235U fission chambers. 
The fission chambers are located approximately 9 meters downstream 
from the neutron-producing Ta target on an isolated flight path, and 
are moderated with high-density polyethylene (HDPE). Fig.  2 pro-
vides an illustration the high energy neutron scattering time-of-flight 
experimental setup at RPI.

3.2. RPI high energy neutron scattering system

The RPI high energy neutron scattering system (Fig.  3) was devel-
oped to measure neutron scattering and other neutron/photon emis-
sions from samples of interest in the high keV and MeV energy region 
by Saglime et al. (2010). The detector system employs an array of 
eight 5 inch diameter by 3 inch depth organic liquid scintillator de-
tectors manufactured by Eljen Technology (2021), type 301 (EJ-301). 
These detectors are coupled to 5 inch diameter Photonis XP45720-B 
photomultiplier tubes (PMT). The high voltage was supplied to the 
PMTs by a (CAEN, 2005) power supply unit (model 1733N) housed 
within a SYS3527 chassis; amplifying the scintillation light produced 
by incident radiation. The electrical signals from the PMTs were then 
converted to digital pulses using a 10-bit Struck SIS-3305 digitizer. 
The EJ-301 detectors can be positioned at various angles around the 
scattering sample and are rigidly held in place by aluminum supports, 
3 
Fig. 3. The RPI high energy neutron scattering system. The tantalum and carbon 
samples measured in this work are present on the left and right sample holders, 
respectively. The center of the sample is located 30.07 meters downstream from the 
neutron producing target.

mounted to a 5-foot by 4-foot optical table. Several structural upgrades 
were made to the RPI high energy neutron scattering system prior to 
performing these measurements. Most notably, custom aluminum (type 
6061) reinforcements and adapters were added to the low-mass sample 
holders, which more rigidly fastened each to the sample changer. These 
updates reduced the likelihood of sample position fluctuations over 
the course of the measurement, in turn reducing a potential source of 
systematic uncertainty of the experiment.

3.3. Upgrade to a 10-bit digitizer

A substantial upgrade to the pulse digitization capability of the 
RPI high energy neutron scattering system was performed during this 
work. Previously, electrical signals from the PMTs were converted 
into digital waveforms using an 8-bit Agilent-Acqiris AP240 digitizer 
(Saglime, 2009, Barry et al., 2013, Daskalakis, 2015, Blain et al., 2022, 
and Youmans et al., 2015). For this work, the digitization system 
was upgraded to a (Struck Innovate Systeme, 2024) 10-bit SIS-3305 
digitizer. This digitizer increased both the dynamic range in which 
pulses could be digitized from 256 bits to 1024 bits, and the sampling 
rate of a pulse from 1 ns to 0.8 ns. These enhancements lead to an 
increase in the relative neutron detection efficiency of the system above 
3 MeV compared to the 8-bit Acqiris system (Fig.  4) since larger pulses 
could now be fully resolved. The decreased efficiency below 1 MeV is 
attributed to the lower gain, 1060 V on average, applied to the PMTs 
to accommodate the lower acceptance voltage range of pulses using 
the SIS-3305 digitizer (1.5 V) compared to the 8-bit Acqiris (5 V). 
Details for how the relative neutron detection efficiency is determined 
are discussed in Section 4.2.1.

4. Methods

The quasi-differential method was developed at RPI to investigate 
the performance of evaluated neutron scattering and emission data. The 
method leverages robust Monte Carlo radiation transport techniques, 
a detailed experimental geometry, and validated measurements of the 
incident neutron flux on the sample. The samples measured during 
these experiments are relatively thick allowing for multiple collisions 
to occur. This choice increases the signal to the neutron detectors, and 
subsequently decreases the statistical uncertainty of the measurement. 
This is contrary to double-differential cross section or angular distribu-
tion measurements, such as those conducted by Smith and Guenther 
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Fig. 4. Comparison of relative neutron detection efficiency measurements between 
systems using an 8-bit and 10-bit digitizer. The peak of 8-bit has been normalized 
to the peak 10-bit data. The 8-bit data were collected by Daskalakis et al. (2014).

(1982), which require very thin, isotopically enriched samples. The 
measurements performed in this work are thus quasi-differential and 
are particularly well suited for validating the holistic performance of 
neutron-emitting reaction channels in nuclear data evaluations.

The quasi-differential method includes performing neutron time-
of-flight measurements on a well-known reference material (typically 
elemental carbon), a sample of interest, and of the open beam (LINAC-
induced background). Additional neutron time-of-flight experiments 
are required to measure the incident neutron flux profile on the sample, 
and the relative neutron detection efficiency of each EJ-301 detector. 
The measured neutron scattering time-of-flight histograms of the ref-
erence measurement are first compared to detailed radiation transport 
simulations using the Monte Carlo N-Particle3 transport code, version 
6.3 (MCNP6.3) (Rising et al., 2023), to validate the experimental 
geometry, determine a normalization factor to the experimental data, 
and estimate the systematic uncertainty of the experiment. Then, ra-
diation transport simulations of the sample of interest are performed 
using various evaluated nuclear data libraries, normalized to the ex-
perimental data using the aforementioned normalization factor, and 
their respective performance investigated. Previous experiments using 
this technique have been used to resolve issues in various nuclear data 
evaluations, such as beryllium (Be) by Daskalakis (2023), Pb by Brain 
(2023), and 238U by Capote et al. (2014).

4.1. Data processing and analysis

For these experiments, electrical signals corresponding to measured 
neutron and photon radiation were converted into digital pulses by 
a Struck SIS-3305 digitizer and stored in binary files. The amplitude 
of these signals was sampled at an interval of 0.8 ns for a total of 
125 ns, resulting in 156 channels. Data processing tools were de-
veloped using Julia to first interpret the pulse information from 
these binary files and create HDF5 files for post-processing. A Python 
post-processing program was then used to obtain the final experimen-
tal neutron time-of-flight histograms for comparison with radiation 
transport simulations.

4.1.1. Pulse shape discrimination
Organic liquid scintillator detectors, such as EJ-301, are typically 

sensitive to both incident neutron and photon radiation. Meaning that 

3 MCNP®  and Monte Carlo N-Particle®  are registered trademarks owned by 
Triad National Security, LLC, manager and operator of Los Alamos National 
Laboratory (LANL). Any third party use of such registered marks should be 
properly attributed to Triad National Security, LLC, including the use of the 
designation as appropriate. For the purposes of visual clarity, the registered 
trademark symbol is assumed for all references to MCNP within the remainder 
of this paper.
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each source of radiation can produce scintillation light, which after 
amplification by a PMT, results in an electrical signal which is trans-
formed into digital pulse. Pulse shape discrimination (PSD) refers to 
separating these digital pulses by the differences in typical neutron 
and photon pulse shapes from the different reaction kinematics of each 
with the scintillator (Marrone et al., 2002). Since the presence of both 
types of radiation in the measured signal is undesirable for neutron 
and photon only measurements, several methods for exploiting the 
differences between neutron and photon pulse shapes have been de-
veloped (Kaschuck and Esposito, 2005 and Lang et al., 2017). Previous 
measurements at RPI with EJ-301 detectors have employed the fall-
time comparison method (Saglime, 2009), and the standard fit method, 
or pulse shape classification method (PSC) (Daskalakis, 2015). Fig.  5 
shows the typical separation observed between neutron and photon 
pulses measured with the large EJ-301 detectors in the RPI high energy 
neutron scattering system. Note that the signal is dominated by low-
integral (energy) pulses. Therefore, correct classification of these pulses 
as neutrons or photons is paramount to utilizing most of the measured 
data.

An adaption of the PSC, or standard fit method, was used to separate 
neutron and photon interactions in this analysis. A single reference 
pulse shape for photon interactions was developed, but multiple ref-
erence pulse shapes were developed for neutron interactions as a 
function of pulse integral (proportional to incident neutron energy). 
The reference photon pulse shape was developed using approximately 
520,000 digitized pulses measured from a 22Na source, and is in good 
agreement with those previously developed (Daskalakis, 2015). The 
reference neutron pulse shapes considered approximately 82,000 pulses 
collected during this carbon neutron scattering measurement at a scat-
tering angle of 150 degrees. Pulses believed to be incident photons 
were discarded, and the remaining neutron pulses were grouped into 
large bins of pulse integral, where the pulse shapes were averaged. The 
magnitude-normalized reference neutron pulse shapes for each pulse 
integral group are shown in Fig.  6 along with the single reference 
neutron pulse shape developed previously by Daskalakis (2015).

The implementation of this PSD method in the Julia data pro-
cessing and Python post-processing programs is as follows. First, the 
Julia data processing program inverts the negative pulse amplitudes. 
Then, the average pretrigger signal in the first 14 channels of a pulse, 
or baseline, is subtracted from all channels of the pulse. Characterizing 
parameters of each pulse are then determined, including the peak 
location and magnitude, total & tail pulse integral, centroid, 𝜒2

𝑛 , 𝜒2
𝑔 , 

multiplicity, etc. Here, the tail pulse integral is the integral of a pulse 
between channels 22 and 100 following the peak channel. Additionally, 
the 𝜒2

𝑛  and 𝜒2
𝑔  values represent reduced chi-squared goodness-of-fit 

values between a pulse, and the aforementioned reference photon and 
appropriate reference neutron pulse shapes, respectively. A pulse is 
identified as a neutron or photon pulse by the lesser of these two 
quantities in the Python post-processing program. A gamma mis-
classification correction (GMC) function was also developed for this 
analysis to remove photon pulses which were falsely classified as 
neutrons, following the same methodology developed by Daskalakis 
(2015). The GMC remained below 2% under 5 MeV, and reached a 
maximum of about 4% above 5 MeV, which is consistent with previ-
ous experiments (Daskalakis et al., 2014). Note that truncated pulses 
were discarded. Pileup events, or other erroneous pulses, were also 
removed by filtering pulses by centroid and applying an upper-level 
discriminator in the PSD parameter space.

4.2. Neutron time-of-flight measurements

A quasi-differential neutron scattering measurement campaign at 
RPI typically includes multiple neutron time-of-flight measurements. 
These being measurements of:

1. The incident neutron flux profile on the scattering sample.
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Fig. 5. Pulse shape discrimination histogram from pulses collected during the tantalum neutron scattering measurement. The PSD parameter is the ratio of the integral of the tail 
of a pulse (see Fig.  6) to its total integral, as a function of pulse integral (proportional to incident radiation energy).
Fig. 6. Reference neutron and photon pulse shapes developed for the large EJ-301 
scintillation detectors used in the RPI high energy neutron scattering system.

2. The relative neutron detection efficiency of each EJ-301 neutron 
detector.

3. Neutron scattering from the reference material, sample of inter-
est, and open beam.

Quantities such as the incident neutron flux profile and relative neu-
tron detection efficiencies can be modeled using codes such as MCNP6 
and SCINFUL (Dickens, 1988). However, it is preferred to obtain 
these quantities experimentally. For this work, a neutron flux profile 
from previous measurements was adopted (Section 4.2.1), and the 
relative neutron detection profile of each EJ-301 detector was measured 
relative to the measured flux (Section 4.2.1). Table  1 summarizes the 
experimental conditions for all the neutron time-of-flight measurements 
performed in this work. An additional neutron transmission measure-
ment was performed on a 2 cm right circular cylinder of Be to verify 
the neutron flight path length by observing the location of the 622 keV, 
812 keV and 2.72 MeV resonances. For each measurement in Table 
1, the data were collected in cycles of short LINAC trigger intervals 
to minimize potential data abnormalities due to fluctuations in LINAC 
beam conditions. To assess if a particular run cycle contained these 
anomalies, the ratio between the beam-monitor neutron counts and 
the neutron counts of each EJ-301 detector channel was compared to 
ensure correlation for all cycles throughout each measurement. Cycles 
possessing ratios beyond 3𝜎 of the resultant distribution were removed, 
alongside problematic cycles noted in the run logs.
5 
Table 1
Experimental conditions and total run time for neutron time-of-flight measurements 
performed. 𝑙2 represents the flight path length from the center of the sample to the 
front face of an EJ-301 detector. These values are listed in Table  3.
 Measurement Flight path [m] Tirggers per cycle Total run time [h] 
 Tantalum scattering 30.070 ± 0.005 + 𝑙2 388000 39.0  
 Carbon scattering 30.070 ± 0.005 + 𝑙2 205000 20.6  
 Open scattering 30.070 ± 0.005 + 𝑙2 150000 15.0  
 EJ-301 efficiencies 30.115 ± 0.005 360000 32.0  
 Beryllium 30.115 ± 0.005 360000 4.0  

All conversions between measured neutron time-of-flight and inci-
dent neutron energy were performed using,

𝐸(𝑡) = 𝑚0𝑐
2

⎡

⎢
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⎝
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⎤
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⎥
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⎥

⎥

⎥

⎦

(2)

where

𝐸(𝑡) = kinetic energy corresponding to a measured neutron time-
of-flight, 𝑡
𝑚0𝑐2 = rest mass energy of a neutron
𝑙 = flight path length (includes 𝑙2 from Table  1 for scattering 
measurements)
𝑡 = measured neutron time-of-flight
𝑡0 = gamma flash arrival time (corrected for gamma-ray time-of-
flight)
𝑐 = speed of light in vacuum

Eq.  (2) accounts for relativistic effects, which become important 
when the neutron energy exceeds ∼2 MeV. Note that Eq.  (2) does 
not include energy lost due to collisions within the scattering sample. 
The neutron detection time, 𝑡, is measured relative to the LINAC 
pulse time. The time at which the intense burst of bremsstrahlung 
photons, or the gamma flash, arrives at the EJ-301 detectors from 
the neutron-producing target is also measured. The measured gamma 
flash time, however, does not correspond to the true generation time 
of the neutrons. The true neutron generation time, 𝑡 , is calculated 
0
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by subtracting the experimentally measured gamma flash time by the 
calculated time-of-flight of the photons from the neutron-producing 
target to the detector. The gamma flash for the measurements presented 
in this work was measured to be 894 ns ± 2 ns, which corresponds to 
a 𝑡0 of 794 ns ± 2 ns. All neutron time-of-flight measurements were 
also corrected for deadtime, which was calculated to be 160 ns for 
the SIS-3305 system using methods developed by McDermott (2016). 
The correction was implemented using a non-paralyzable deadtime 
correction algorithm developed at RPI; the impact of which was largest 
for the EJ-301 detector efficiency measurements, but did not exceed 
10%.

4.2.1. Incident neutron flux measurement
The profile of the neutron flux incident on a sample in the RPI 

high energy neutron scattering system from the bare-bounce target 
has been well characterized. Saglime (2009) first measured the neu-
tron flux profile using a 6Li glass detector and the EJ-301 detectors, 
and Daskalakis et al. (2014) confirmed this measurement with another 
measurement using a 235U fission chamber. The latter of which is 
adopted for this work. Thus, the neutron flux profile used is relative 
to the well-known 235U fission cross section, and is displayed in Fig. 
7. Note that this flux shape was corrected for neutron transmission 
through materials present in the neutron beam during the experiment. 
No significant alterations were made to this neutron beamline since the 
measurement of Daskalakis et al. (2014). Therefore, the neutron flux 
profile is assumed to remain consistent.

Fig. 7. The incident neutron flux profile, 𝜙(𝐸) from the bare-bounce target measured 
with a 235U fission chamber below 1 MeV, and EJ-301 organic liquid scintillator 
detectors to 20 MeV as provided to MCNP for radiation transport simulations.
Source: Figure reproduced from Daskalakis (2015) with permission.

4.2.2. EJ-301 detector efficiency measurements
The relative neutron detection efficiency profile of each EJ-301 

detector was derived using neutron time-of-flight spectroscopy. The 
responses of each detector to the known incident neutron flux profile 
were measured at a flight path length of 30.115 meters ± 0.005 meters 
by placing each EJ-301 detector in the center of the neutron beam. 
To perform these measurements without saturating the detectors, the 
RPI LINAC electron beam current was reduced to ∼0.25 μA, and a 
second 0.984 inch ± 0.012 inch DU filter was added to the neutron 
beam. All measurements were normalized by neutron beam monitor 
counts, 𝑀𝑗 , to the detector 1 efficiency measurement, 𝑀1 (arbitrarily 
chosen). The measured responses were then compared to the known 
incident neutron flux shape, 𝜙(𝐸), from Section 4.2.1 using MCNP6.3. 
The relative neutron detection efficiency profile for each detector, 𝜂𝑗 , 
was calculated using, 

𝜂𝑗 (𝐸𝑖) =
(𝐶𝑗 (𝐸𝑖) − 𝐺𝑗 (𝐸𝑖)) − 𝐵0

𝜙(𝐸 )
⋅
𝑀𝑗

𝑀
(3)
𝑖 1

6 
Fig. 8. Calculated relative neutron detection efficiencies for each of the eight EJ-301 
detectors in the RPI high energy neutron scattering system.

The constant room neutron background, 𝐵0, was obtained from long 
counts of the ambient room conditions. The photon room background 
signal was removed using PSD (Section 4.1.1). Photons falsely classified 
as neutrons, 𝐺𝑗 (𝐸𝑖), were removed from the measured neutron counts 
for each EJ-301 detector, 𝐶𝑗 (𝐸𝑖). After monitor normalization, good 
agreement was observed between the responses of all eight EJ-301 
detectors, but slight differences were observed at low incident neutron 
energies. To most accurately model the behavior of the system these 
differences were retained, yielding eight unique neutron detection 
efficiency profiles. However, during initial testing a systematic overpre-
diction of the measured carbon reference and open beam measurements 
at low incident neutron energies (high time-of-flight) was observed. 
To resolve this discrepancy, the lower level discriminator (LLD) of 
the measured in-beam efficiency data were increased, by ∼11% on 
average, in post-proccessing. Thus decreasing the neutron detection 
efficiencies to best reproduce the measured neutron scattering spectra 
in the open beam and carbon reference experiments. The authors 
attribute this discrepancy to differences in experimental conditions 
between the in-beam efficiency and neutron scattering measurements. 
The final relative neutron detection efficiency profiles of the eight EJ-
301 detectors in the RPI high-energy neutron scattering system used in 
all radiation transport simulations for this work are shown in Fig.  8. 
Note that these efficiencies have undergone a smoothing routine using 
a (Savitzky and Golay, 1964) algorithm to preserve the integrals of the 
measured neutron time-of-flight spectra. Good agreement is observed 
when using these efficiency profiles to reproduce the in-beam efficiency 
measurements (Fig.  9). Note that only statistical uncertainty is included 
with the experimental data.

Fig. 9. Measured neutron flux using EJ-301 detector 1 compared to radiation transport 
simulation of the incident neutron flux considering the calculated relative neutron 
detection efficiency profile for EJ-301 detector 1.

4.2.3. Quasi-differential neutron scattering measurements
The final experimental components of a quasi-differential mea-

surement campaign are the neutron scattering measurements of the 
sample of interest, the reference material, and the open beam. For 
this experiment, neutron scattering was measured from right cylindrical 
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samples of elemental carbon (reference material) and 99.95% pure tan-
talum. The LINAC beam parameters during these measurements were 
provided in Section 3.1. The neutron time-of-flight histograms, 𝐶𝑖,𝑗 , 
for the tantalum and carbon scattering measurements were obtained 
by removing both the monitor-normalized open-beam (background) 
contribution and photons which were falsely classified as neutrons 
using, 

𝐶𝑖,𝑗 = (𝐶𝑆
𝑖,𝑗 − 𝐺𝑆

𝑖,𝑗 ) − (𝐶𝑂
𝑖,𝑗 − 𝐺𝑂

𝑖,𝑗 ) ⋅
(

𝑀𝑆
𝑀𝑂

)

(4)

where

𝐶𝑆
𝑖,𝑗 = counts in time-of-flight bin 𝑖 for EJ-301 detector 𝑗 during 
sample in measurement
𝐺𝑆
𝑖,𝑗 = gamma misclassification counts in time-of-flight bin 𝑖 for 

EJ-301 detector 𝑗 during sample in measurement
𝐶𝑂
𝑖,𝑗 = counts in time-of-flight bin 𝑖 for EJ-301 detector 𝑗 during 
open beam measurement
𝐺𝑂
𝑖,𝑗 = gamma misclassification counts in time-of-flight bin 𝑖 for 

EJ-301 detector 𝑗 during open beam measurement
𝑀𝑆 = sum of monitor counts in time-of-flight region of interest 
recorded during a sample in measurement
𝑀𝑂 = sum of monitor counts in time-of-flight region of interest 
recorded during an open beam measurement

The uncertainty corresponding to the neutron counts measured in 
each time-of-flight bin, for each neutron detector 𝛥𝐶𝑖,𝑗 , is the quadra-
ture sum of the statistical and systematic uncertainties was determined 
using, 

𝛥𝐶𝑖,𝑗 =

√

(

𝜎𝑠𝑡𝑎𝑡𝑖,𝑗

)2
+
(

𝜎𝑠𝑦𝑠𝑖,𝑗

)2
(5)

In Eq.  (5), the statistical uncertainty of the neutron counts, 𝜎𝑠𝑡𝑎𝑡𝑖,𝑗 , 
was obtained through standard error propagation for uncorrelated 
variables, Knoll (2010), 

𝜎𝑠𝑡𝑎𝑡𝑖,𝑗 =

(

𝐶𝑆
𝑖,𝑗 + 𝐺𝑆

𝑖,𝑗 + 𝐶𝑂
𝑖,𝑗 ⋅

(

𝑀𝑆
𝑀𝑂

)2
+ 𝐺𝑂

𝑖,𝑗 ⋅
(

𝑀𝑆
𝑀𝑂

)2

+ 𝑀𝑆 ⋅

(

𝐶𝑂
𝑖,𝑗 − 𝐺𝑂

𝑖,𝑗

𝑀𝑂

)2

+
(

𝐶𝑂
𝑖,𝑗 − 𝐺𝑂

𝑖,𝑗

)2
⋅

(

𝑀2
𝑆

𝑀3
𝑂

)

⎞

⎟

⎟

⎠

1
2

(6)

The systematic uncertainty, 𝜎𝑠𝑦𝑠𝑖,𝑗 , is the ratio between the standard 
deviation of the area normalization factors between the measured and 
simulated carbon reference neutron time-of-flight histograms, provided 
in Fig.  13 as 𝜖𝑠𝑦𝑠, and the mean value. 𝜎𝑠𝑦𝑠𝑖,𝑗  represents the total system-
atic uncertainty present in the measurement from all sources, and was 
obtained using, 

𝜎𝑠𝑦𝑠𝑖,𝑗 = 𝐶𝑖,𝑗 ⋅

√

∑

𝑗
(

𝑁𝑗−𝜇
)2

𝑁𝐷−1

𝜇
(7)

where

𝑁𝑗 = the area normalization factor between the carbon reference 
measurement and corresponding MCNP simulation for detector 𝑗
𝜇 = the average area normalization factor between the carbon ref-
erence measurement and corresponding MCNP simulation across 
all scattering angles
𝑁𝐷 = number of detectors

Additional details regarding the systematic uncertainty calculation are 
presented in Section 5.2.1.

The dimensions of the samples used in this experiment were charac-
terized using calibrated measurement devices, and mass spectroscopy 
was used to quantify sample contamination. Table  2 lists the measured 
characteristics of both samples. The detectable impurities present in 
the beryllium, carbon, and tantalum samples were negligible in these 
measurements, and are given in Rapp (2011). The carbon sample was 
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Table 2
Measured sample characteristics.
 Sample Thickness [cm] Diameter [cm]  Mass [g] Calculated 

density [g/cc]
 Carbon 7.003 ± 0.002 7.495 ± 0.002 521.8 ± 0.1 1.689 ± 0.001
 Tantalum 5.535 ± 0.002 7.626 ± 0.002 4218.7 ± 0.1 16.67 ± 0.01
 Beryllium 2.000 ± 0.002 7.498 ± 0.002 163.08 ± 0.01 1.847 ± 0.002

also baked at 150 C for 24 hours to remove any absorbed water. The 
positions of the eight EJ-301 detectors relative to the center of the 
scattering sample for the neutron scattering measurements are listed 
in Table  3. The uncertainties listed correspond to a reproducibility 
study of the positional measurement techniques. Energy calibration was 
performed using an 22Na gamma-ray source and a mixed neutron and 
gamma-ray source of PuBe shielded with HDPE (to use the 2.2 MeV 
hydrogen de-excitation gamma-ray). Regular calibration checks were 
performed throughout the experiment using 137Cs and 60Co sources, 
and minor voltage tweaks (< 3 V) were applied appropriately. The 
calibration was then verified at the conclusion of the experiment. No 
large drifts in the PMT gain were observed. The LLD was set to 10 bits 
on all detector channels.
Table 3
EJ-301 detector positions.
 # Theta [Degrees] Phi [Degrees] Distance [cm] 
 1 45 ± 1.25 133.5 ± 2 54.3 ± 0.2  
 2 30 ± 1.25 34.3 ± 2 54.1 ± 0.2  
 3 60 ± 1.25 122.5 ± 2 52.5 ± 0.2  
 4 95 ± 1.25 54.5 ± 2 54.6 ± 0.2  
 5 125 ± 1.25 136.5 ± 2 54.0 ± 0.2  
 6 110 ± 1.25 57.5 ± 2 47.6 ± 0.2  
 7 150 ± 1.25 25.5 ± 2 50.4 ± 0.2  
 8 150 ± 1.25 129.7 ± 2 56.0 ± 0.2  

4.3. MCNP6.3 radiation transport simulations

Radiation transport simulations using MCNP6.3 were used to com-
pare the performance of evaluated nuclear datasets with the experimen-
tally measured neutron scattering spectra. Assessing evaluated nuclear 
data in this manor is acceptable since the following system variables 
have been well studied, characterized, and/or validated:

1. The experimental apparatus and geometry (Fig.  10)
2. The incident neutron flux shape, and parameters of the RPI 
LINAC (Section 4.2.1)

3. The relative neutron detection efficiency of the EJ-301 detectors 
(Section 4.2.2)

4. Monte-Carlo radiation transport techniques

The lone variable remaining in the system which greatly influences 
the simulated neutron scattering spectrum is the evaluated nuclear data 
used. For all simulations performed of neutron scattering, the F5 point-
detector tallying method was used with ENDF/B-VIII.0 nuclear data for 
all materials, except for 181Ta which was varied. To directly compare 
the MCNP simulation to the experimental data, a normalization factor 
must be applied to the simulation since the absolute neutron flux is 
unknown. This normalization corresponds to the ratio between the 
integral of the background-subtracted neutron time-of-flight histogram 
of the carbon experiment to that of the MCNP simulation within equal 
neutron time-of-flight bounds.

For this experiment, improvements were made to the geometry 
present within the model to further reduce the uncertainty associated 
with the comparison of the simulation with the experiment, the new 
model is shown in Fig.  10. The summation of the following components 
influenced the average integral of the full simulated detector response 
of the open beam at all angles by approximately 3.2% which had not 
previously been studied:
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Fig. 10. Detailed model geometry present in MCNP for simulating the detector responses during a high energy neutron scattering measurement.
Fig. 11. Area-normalized open beam experiment simulated with MCNP shows good 
agreement compared to the measured data.

• The 3-foot concrete shielding wall between the LINAC ‘‘tunnel’’ 
and the 25 m flight station

• The walls of the 25 m station (including an aluminum plate on 
the wall behind the high energy scattering system in the neutron 
beam)

• The collimation present in the RPI LINAC West neutron beam line

5. Experimental results and discussion

Results from the neutron scattering measurements of the tantalum 
and carbon samples are presented in this section. Validation of the 
experimental geometry model, which reproduces the LINAC-induced 
neutron background and room return, is also shown. Monte-Carlo 
uncertainties on all figures in this section are omitted since these errors 
fall within the width of the lines plotted.

5.1. Open beam characterization

To validate the model shown in Fig.  10, radiation transport sim-
ulations of the open beam measurement, or LINAC-induced neutron 
background, were performed. The signal measured during an open 
8 
Fig. 12. Carbon neutron scattering time-of-flight histogram including the small, 
monitor-normalized, open beam background contribution.

beam run is dominated by neutron scattering from air and room return. 
Therefore, accurately modeling the experimental geometry is required 
to correctly reproduce the open-beam experiment. Fig.  11 shows an 
example of these results, and Fig.  12 shows the contribution of the open 
beam to a carbon scattering measurement. Generally good agreement 
is observed between the open beam simulation and the experiment at 
all detector angles.

5.2. Carbon neutron scattering measurement

The neutron scattering measurement from the reference material is 
utilized in several aspects of the quasi-differential scattering method. 
As discussed in Section 4, the results from the neutron scattering 
measurement of the reference material are used to verify the exper-
imental method and simulation geometry, determine a normalization 
between simulation and experiment, and estimate the systemic uncer-
tainty of the experiment. Comparisons of the background-subtracted 
measured carbon neutron scattering spectrum and the area-normalized 
background-subtracted simulated carbon neutron scattering spectra are 
presented in Fig.  14. Overall, good agreement is observed between the 
measured carbon neutron scattering and the ENDF/B-VIII.0 evaluation 
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in the incident neutron energy range of 0.65 MeV to 20 MeV at all 
scattering angles measured.

Some discrepancies between the measured carbon neutron scat-
tering data and the ENDF/B-VIII.0 evaluation were observed. These 
include an overprediction of carbon neutron scattering at between 
4 MeV to 8 MeV, and an underprediction of carbon neutron scattering 
at between 1 MeV to 1.5 MeV, both predominantly at very backward 
scattering angles. The former is attributed to potential issues in the neu-
tron detection efficiency profiles. And the latter discrepancy was pre-
viously observed in measurements by Saglime (2009) and Daskalakis 
(2015). Ultimately, these discrepancies were not deemed harmful to the 
validation of this experiment, and can be used to improve the evaluated 
carbon datasets.

5.2.1. Systematic uncertainty quantification
The average deviation of this carbon neutron scattering measure-

ment from the ENDF/B-VIII.0 elemental carbon data was adopted as 
the systematic uncertainty of these quasi-differential neutron scattering 
measurements. These measurements therefore treat the ENDF/B-VIII.0 
elemental carbon nuclear data as a reference since these data are 
well known. This deviation encompasses all potential sources of un-
certainty in the quasi-differential methodology such as those present in 
the neutron flux shape and neutron detection efficiency profiles. The 
systematic uncertainty was obtained using Eq.  (5), which describes the 
average deviation in area normalization factors between the carbon 
neutron scattering simulation and the experiment of all measured scat-
tering angles. The area normalization factors were determined using the 
integration region of 500 ns to 2750 ns, or 20 MeV to 0.65 MeV, and the 
systematic uncertainty of this neutron scattering experiment was cal-
culated to be 4.0%. The deviations of each scattering angle (detector) 
with respect to the mean are presented in Fig.  13. In previous elemental 
carbon quasi-differential neutron scattering measurements at RPI, it 
was typical to observe normalization outliers and/or average deviations 
in excess of 6% (Daskalakis, 2015, Blain et al., 2022). The reduction in 
systematic uncertainty in this experiment is justified by reducing the 
uncertainty of the sample position throughout the experiment, devel-
oping a more accurate model for radiation transport simulations, and 
the implementation of a more rigorous detector alignment procedure.

Fig. 13. Deviation of area normalization factors between the elemental carbon quasi-
differential neutron scattering measurement and simulation using ENDF/B-VIII.0 at all 
measured scattering angles. Annotations denote arbitrary detector numbers.

5.3. Tantalum neutron scattering measurement

In the previous section, the carbon neutron scattering measurement 
was demonstrated to accurately reproduce the ENDF/B-VIII.0 elemental 
carbon evaluation. Since good agreement was observed, the measured 
tantalum neutron scattering data can be used to assess the performance 
of evaluated 181Ta datasets. To properly compare the tantalum neutron 
scattering data to simulation, the detector area normalization factors 
from the carbon analysis are used, but are scaled by the ratio of 
total monitor counts (proportional to LINAC run time) between the 
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tantalum and carbon measurements. Fig.  15 shows the results between 
the background-subtracted measured tantalum neutron scattering spec-
trum and the area-normalized background-subtracted tantalum neutron 
scattering simulation. Note that Ta neutron scattering data is reported 
to 3000 ns, or 0.55 MeV, which is beyond the validation region of 
the elemental carbon measurement due to the lower lethargy gain 
per collision of Ta. Since both the neutron flux shape and detector 
efficiency profiles in this region are known, the data are provided. 
Additionally, forward neutron scattering angles refer to a measurement 
of neutron scattering where 𝜃 < 90 degrees, or the cosine of the 
scattering angle, 𝜇 is positive. Likewise, backward neutron scattering 
angles refer those where 𝜃 ≥ 90 degrees or 𝜇 ≤ 0, relative to the incident 
neutron beam.

5.3.1. Forward neutron scattering angles
Tantalum neutron scattering measured at forward scattering angles 

showed mixed agreement with the various evaluated 181Ta datasets. At 
30 degrees (Fig.  15a), all 181Ta evaluations generally underestimate the 
experimental data above 700 keV, except the ENDF/B-VIII.0, JEFF-3.3, 
and TENDL-2023u datasets between approximately 1 MeV and 2 MeV. 
However, the shape of the recent ENDF/B-VIII.1 and JENDL-5.0 181Ta 
evaluations visually appear to better represent the data despite a ∼20% 
discrepancy in magnitude. This observation suggests that improve-
ments in both the shape elastic and inelastic scattering components 
of these 181Ta evaluations have been made, but adjustments are still 
needed.

Better agreement between the ENDF/B-VIII.1 181Ta evaluation and 
the measured Ta neutron scattering is observed consistently at both 45 
degrees (not pictured) and 60 degrees (Fig.  15b). Here, the ENDF/B-
VIII.1 dataset underpredicts the experiment in between 1 MeV and 
2 MeV by up to ∼15%, but agrees within experimental uncertainty for 
all remaining incident neutron energies. The JENDL-5.0 181Ta evalua-
tion shows similar agreement to that of ENDF/B-VIII.1. The ENDF/B-
VIII.0, JEFF-3.3, and TENDL-2023u datasets overestimate Ta neutron 
scattering between 1.5 MeV and 2.5 MeV. Seemingly, corrections made 
to the ENDF/B-VIII.1 181Ta evaluation overcompensated for the over-
prediction of neutron scattering present in the previous ENDF/B-VIII.0 
evaluation. These results suggest that further improvements can be 
made to the double-differential scattering cross sections when 𝜇 > 0.

5.3.2. Backward neutron scattering angles
A particular emphasis was placed on validating neutron scattering 

reactions with tantalum at backward scattering angles due to neutron 
reflection implications. Overall, good agreement is observed between 
all evaluated 181Ta datasets and the experimental data above 5 MeV. 
However, profound discrepancies between theory and experiment were 
observed below this energy at all measured backward scattering angles. 
Specifically, the ENDF/B-VIII.0, JEFF-3.3, and TENDL-2023u evaluated 
181Ta datasets overestimate the measured Ta neutron scattering spectra 
up to ∼70% between approximately 700 keV and 3 MeV at scattering 
angles of 95, 110, 125, and 150 degrees (Fig.  15(c)(d)(e)(f)). For-
tunately, the ENDF/B-VIII.1 and JENDL-5.0 181Ta evaluations mostly 
resolved this region of disagreement by reducing both the elastic and 
inelastic scattering channels (Fig.  17). Smaller discrepancies, below 
10%, remain however between the ENDF/B-VIII.1 and JENDL-5.0 181Ta 
datasets and the measured Ta neutron scattering data between 1 MeV 
and 2 MeV when 𝜇 ≤ 0.

5.3.3. Scattering Kernel balance
The improved performance of the ENDF/B-VIII.1 and JENDL-5.0 

libraries at backward scattering angles is particularly encouraging from 
a criticality safety perspective. Since tantalum criticality safety con-
cerns involve reflection of high energy fission neutrons (Hutchinson 
et al., 2024), accurately modeling neutron re-entry flux from reflection 
is paramount to designing and performing safe operations. The overall 
agreement between the 181Ta evaluated nuclear datasets investigated 
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Fig. 14. (a,b,c,d,e,f) Experimentally measured carbon neutron scattering (E) as a function of neutron time-of-flight compared to MCNP radiation transport simulation (C) at 
forward and backward neutron scattering angles relative to the incident neutron beam. Ratios of simulation to experiment (C/E) are provided to highlight areas of agreement and 
disagreement.
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Fig. 15. (a,b,c,d,e,f) Experimentally measured tantalum neutron scattering (E) as a function of neutron time-of-flight compared to MCNP radiation transport simulation (C) at 
forward and backward neutron scattering angles relative to the incident neutron beam. Ratios of simulation to experiment (C/E) are provided to highlight areas of agreement and 
disagreement.
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Fig. 16. Ratio of MCNP simulation (C) of total tantalum neutron scattering to the experimental data (E) for all detector angles measured between 0.75 MeV and 2.5 MeV.
 

and the experimental data between 0.75 MeV and 2.5 MeV is pro-
vided in Fig.  16. In which, the backward scattering bias present in 
the ENDF/B-VIII.0, JEFF-3.3, and TENDL-2023u 181Ta evaluations is 
apparent. Moreover, the superior agreement between the ENDF/B-
VIII.1 and JENDL-5.0 evaluated 181Ta datasets and the experimental Ta 
neutron scattering data is illustrated. These experimental findings thus 
provide an independent validation of the ability of the ENDF/B-VIII.1 
and JENDL-5.0 181Ta evaluated nuclear data to most accurately model 
the high energy neutron scattering behavior of Ta.

5.3.4. Reaction channel contributions
To further investigate the discrepancies observed between the Ta 

neutron scattering data and the 181Ta evaluated nuclear datasets, ra-
diation transport simulations isolating certain 181Ta reaction channels 
were performed. Inelastic scattering, and all other neutron producing 
reactions of 181Ta (besides elastic scattering), were isolated using the 
tally tag method. And the 181Ta elastic scattering contribution was 
derived using both the tally tag method, and the cell identifying tally 
flag, ICD. Specifically, the sum of all non-elastic neutron producing 
channels (the tagged tallies) were subtracted from the total neutron 
emissions from the Ta sample cell (the ICD tally), yielding the elasti-
cally scattered neutrons from 181Ta. Note that neutrons only score to 
both the ICD and tag tallies if the neutron collided with 181Ta within 
the sample cell. Therefore, these simulations include limited secondary 
effects such as room return and sample impurities, the contributions 
of which though are small. Moreover, the small measured open-beam 
background contribution was not removed from these tallies since 
the contribution of which cannot be accurately distributed amongst 
reaction channels.

The results from these simulations at a scattering angle of 110 
degrees are presented in Fig.  17. Here, Inelastic denotes the sum of all 
partial inelastic channels and the continuum, and Other Neutron Emis-
sions denotes the sum of all other available neutron producing reactions 
in the 181Ta dataset, such as (n,3n), (n,n2p), etc. The total simulation, 
labeled as the nuclear data library, corresponds to the results in Fig. 
15. This investigation suggests the overestimation of the Ta scattering 
data by the ENDF/B-VIII.0 and TENDL-2023u 181Ta datasets is driven 
by issues in both elastic and inelastic scattering. On the contrary, the 
elastic scattering channel dominates the JEFF-3.3 simulation leading 
to overprediction. This observation is consistent with the evaluated 
nuclear data shown in Fig.  1. Strong agreement is seen between both 
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the elastic and inelastic scattering channels of the ENDF/B-VIII.1 and 
JENDL-5.0 181Ta evaluations. These trends are generally consistent at 
all measured scattering angles. The inconsistencies observed between 
the evaluated 181Ta datasets below 5 MeV incident neutron energy sug-
gest a lack of available experimental nuclear reaction data to properly 
constrain these reaction channels.

6. Conclusions

An experiment was conducted at the RPI linear accelerator center 
to measure neutron scattering from tantalum from 0.65 MeV to 20 MeV 
using neutron time-of-flight spectroscopy. The quasi-differential method
was used to investigate the performance of the ENDF/B-VIII.0, ENDF/B-
VIII.1, JEFF-3.3, JENDL-5.0, and TENDL-2023u 181Ta incident neutron 
evaluations using MCNP6.3. This measurement provided an indepen-
dent validation of the new 181Ta high energy region incident neutron 
evaluation for the release of the ENDF/B-VIII.1 evaluated nuclear data 
library. Several upgrades were made to the physical RPI high energy 
neutron scattering system prior to this experiment which increased neu-
tron detection efficiency above 3 MeV and decreased sample position 
uncertainty. These upgrades, alongside an enhanced radiation transport 
model, decreased the systematic uncertainty of experiment, allowing 
for more accurate comparisons with evaluated nuclear data.

Neutron scattering was measured from a reference sample of el-
emental carbon to validate the experimental findings. The measured 
neutron scattering from carbon reproduced the ENDF/B-VIII.0 carbon 
evaluations to 4.0% on average, which was adopted as the systematic 
uncertainty of the experiment. Overall, the new ENDF/B-VIII.1 high 
energy region 181Ta evaluation was in good agreement with the ex-
perimental data, particularly above 2 MeV. Moreover, this evaluation 
mostly resolved the significant overestimation of backward (𝜇 ≤ 0) neu-
tron scattering present in the ENDF/B-VIII.0 181Ta evaluation. However, 
the ENDF/B-VIII.1 181Ta evaluation underestimates the measured Ta 
neutron scattering between 1 MeV and 2 MeV at all measured scattering 
angles. And, underestimates the entirety of the Ta neutron scattering 
data by about 20% at 30 degrees, despite better agreement between 
the shape of the scattering distribution and the experimental data.

Evaluated 181Ta nuclear data from The ENDF/B-VIII.0, JEFF-3.3, 
and TENDL-2023u libraries significantly overestimate the measured Ta 
neutron scattering at backward scattering angles between 1 MeV and 
3 MeV. The double-differential elastic and inelastic scattering cross 
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Fig. 17. (a,b,c,d,e) Experimentally measured tantalum neutron scattering compared to MCNP simulation for detector 6, placed at 110 degrees relative to the incident neutron beam. 
The tag and ICD treatments were applied to the F5 point detector tally to isolate neutron-emitting reaction channels using ENDF/B-VIII.0, ENDF/B-VIII.1, JEFF-3.3, JENDL-5.0, 
and TENDL-2023u 181Ta nuclear data.
sections in these evaluations were observed to vary greatly, suggesting 
that few constraints were available on these reaction channels during 
evaluation. The JENDL-5.0 181Ta evaluation reproduced the experiment 
well, similarly to the ENDF/B-VIII.1 evaluation. The findings in this 
work support using either the ENDF/B-VIII.1 or the JENDL-5.0 181Ta 
evaluations for neutron transport simulations involving the material 
above 0.55 MeV incident neutron energy.

7. Future studies

The authors recommend further developing existing capabilities at 
RPI to accurately separate elastic and inelastic scattering interactions 
with nuclei with high level densities such as tantalum experimentally. 
And, to perform new measurements of tantalum elastic and inelas-
tic scattering to support future 181Ta evaluation efforts. Furthermore, 
performing a benchmark-level analysis (or uncertainty quantification) 
on this experiment, for inclusion in the international criticality safety 
13 
benchmark evaluation project handbook (ICSBEP), for example, would 
provide a more robust validation platform for future nuclear data 
evaluations and criticality safety applications.
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