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Abstract

Measurements of the neutron capture cross-section are performed by measurement of the capture rate of a sample

placed in a neutron beam. The capture rate is measured by surrounding the sample with gamma-ray detectors. The

capture rate is corrected for background and divided by the rate of neutrons incident on the sample in order to obtain

the capture yield. The neutron capture cross-section can be obtained from the capture yield if additional information

such as the total or scattering cross-section is known. An error analysis was performed on the measured capture cross-

section. The error was minimized with respect to the experimental time split of the capture, background and incident

neutron rates and also with respect to the sample thickness. These calculations are useful for the planning of an efficient

capture cross-section experiment. The derived equations are compared to experimental data and show excellent

agreement. This type of error analysis and minimization is also valid for other types of partial cross-section

measurements such as fission and scattering which have similar expressions for the measured yield.

r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Neutron capture and transmission experiments
can provide information about the neutron in-
e front matter r 2005 Elsevier B.V. All rights reserve
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duced capture and total cross-sections. In addi-
tion, when performed in the resonance region these
measurements provide information about the
resonance parameters. In previous work [1], we
described methods to minimize the statistical
uncertainty of total cross-section measurements
and the derived resonance parameters. In this
work, we would like to extend the analysis to
d.
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capture cross-section measurements. Previous
work on similar experiment optimization was done
by Rose and Shapiro [2] and dealt only with
transmission measurements and was later extended
to resonance parameters in Ref. [1].

A capture cross-section measurement is typically
done using the time-of-flight (TOF) method or
thermal beams from reactors. In such a measure-
ment, the sample is placed in a neutron beam and
the gamma-rays resulting from capture reactions in
the sample are recorded by detectors surrounding
the sample. Consider geometry similar to the RPI
capture detector [3] shown in Fig. 1. The number of
capture interactions in the sample is given by the
sum of first collision events plus multiple scattering
events. The number of first collision capture events
per incident neutron or the capture yield Y, at a
given neutron energy is given by

Y ¼ ð1� expð�NstÞÞð1� xÞ (1)

where N is the sample number density (atoms/
barn), st is the total cross-section which is a sum of
the capture cross-section sg and the scattering
cross-section ss and x is the scattering fraction x ¼

ss=st ð0pxo1Þ: This assumes a typical case
where the reaction includes capture and scattering
only such that st ¼ sg þ ss: Multiple scattering
Fig. 1. The RPI capture detector in which the sample is in the center o

surrounded by a 10B4C liner that absorbs scattered neutrons in order

details in Ref. [3]).
events are a function of the scattering cross-section,
and as the scattering increases, the number of
captures in the sample will also increase. For the
purpose and simplicity of this analysis, the multiple
scattering is assumed to be a small effect and is
ignored.

For a capture experiment, the detector capture
rate rg (neglecting multiple scattering) is given by

rg ¼ rfkð1� expð�NstÞÞð1� xÞ þ rb (2)

where rf is the incident neutron rate, rb is the
background rate, and k is the gamma-ray detec-
tion efficiency. It is assumed that the absorption of
gammas in the sample is small and was ignored. A
typical capture experiment involves three separate
measurements; one to measure the capture rate rg;
the second to measure the incident neutron rate rf;
and the third to measure the capture background
rate rb: A normalization factor is often used in
order to take into account the detector efficiency
and the relative measurement of the incident
neutron rate, in such case k also represent this
factor. Thus an expression for the measured
capture yield is given by

Y ¼
rg � rb

krf
. (3)
f a 16 segment hallow cylindrical NaI(Tl) detector. The sample is

to reduce the background from neutron capture in iodine (more
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In TOF capture measurements, the incident-
neutron-rate shape as function of neutron energy
is also measured. The incident-neutron-rate mea-
surement can be done in different ways, for
example, using a strong 10B enriched absorber in
the same configuration at shown in Fig. 1 (see, for
example, Ref. [4]). Although this neutron rate
measurement might involve a background mea-
surement, the background is less important
because the count rate from the boron sample is
typically higher than the rate from the sample.

A measurement of the capture yield Y can be
translated to a measurement of the capture cross-
section by solving Eq. (1) for sg and applying the
relation sg ¼ stð1� xÞ;

sg ¼ �
ð1� xÞ

N
ln 1�

Y

1� x

� �
. (4)

Thus, in order to obtain the capture cross-
section from such a measurement, additional
information about the scattering cross-section is
required; such information can be obtained from a
total cross-section (transmission experiments) or a
scattering measurement. For a ‘‘pure’’ capture
sample (x ¼ 0), the capture measurement alone is
sufficient to determine the capture cross-section
directly. What is important to note is that the
accuracy in sg is determined by the accuracy of the
measured capture yield Y which is given by Eq. (3).

Ignoring for a moment the counting statistical
errors in rf and rb; the capture yield Y given in Eq.
(3) is linear with respect to the capture rate rg;
indicating that if the capture rate rg is larger, the
capture yield Y will increase and the counting
statistical error in Y will decrease. Thus, there is an
incentive to make such a measurement with a thick
sample. However, a thick sample might cause a
problem with increased multiple scattering that
has to be corrected for. Fitting codes such as
SAMMY [5] and REFIT [6] include very good
algorithms to perform such corrections. In the case
of very thick samples, there might also be a
problem of gamma absorption in the sample itself
which will lower the observed yield and require a
correction in order to obtain accurate cross-
sections. In some cases, the sample thickness is
limited to the amount of material available, or in
the case of unstable isotopes the activity of the
sample which increases the background rate.

The next question is then; how thick should the
sample be? It is clear that if the sample is made too
thick the capture yield will be Y ¼ 1� x and thus
Eq. (2) becomes a measurement of the incident
neuron rate times the ratio of capture to total
cross-section or for a pure capture sample a
measurement of the incident neutron rate. On the
other hand, if the sample is too thin the measured
capture rate rg will be small and will have a large
statistical uncertainty associated with it. Thus,
there must be an optimal sample thickness (or
capture yield) that will minimize the uncertainty
due to counting statistics.

The purpose of this work is to perform an
analysis that will show the relationship between
the fractional error of the capture cross-section
and that of the measured capture yield. An
optimized expression for splitting a given experi-
ment time to capture, background and incident
neutron rate measurements will be a derivative of
this work. This type of analysis can provide
guidelines for sample thickness selection and
capture experiments design. This type of analysis
can also be applied for other partial cross-section
measurements such as fission and scattering where
the expression for the measured yield is similar to
Eq. (1).

The analysis shown here relates to the capture
cross-section itself. We also restrict this analysis to
a case of a constant capture cross-section. An
interesting extension of this work would be to find
the relationship between the errors of the mea-
sured resonance parameters and that of capture
yield. This topic will be the subject of a future
publication and will not be presented here;
however, similar work for transmission experi-
ments was given in Ref. [1].
2. Error analysis

In order to minimize the error in the capture
cross-section, an error propagation approach is
used. The errors included in this analysis are
strictly from counting statistics and for simplicity,
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any possible correlation between measured quan-
tities is ignored.

The squared fractional error in the capture
cross-section as given by Eq. (4) is obtained by
simple error propagation

Dsg
sg

� �2

¼
qsg
qY

DY

sg

� �2

(5)

where Dsg and DY are the counting statistics error
in the capture cross-section and capture yield,re-
spectively. Taking the derivative of the capture
yield given in Eq. (1), gives

Dsg
sg

� �2

¼
1

ðNstð1� xÞÞ2
DY

ð1� Y Þ=ð1� xÞ

� �2

. (6)

The error in the capture yield can be calculated
by propagating the counting statistics error of all
the quantities in Eq. (3):

DY 2 ¼
qY

qrg
Drg

� �2

þ
qY

qrb
Drb

� �2

þ
qY

qrf
Drf

� �2

.

(7)

We note the total experiment time as t which is
equal to the sum of the time required to perform
the three measurements of the capture, back-
ground and incident neutron rates (labeled as rg; rb
and rf; respectively) thus t ¼ tg þ tb þ tf: The
squared statistical error in each of the rates is given
by Dr2g ¼ rg=tg; Dr2b ¼ rb=tb and Dr2f ¼ rf=tf:
Substituting these values and calculating the
derivatives, Eq. (6) becomes

Dsg
sg

� �2

¼
1

ð1� xÞ2x2ðð1� Y Þ=ð1� xÞÞ2
1

ðkrfÞ
2

�
rg

tg
þ

rb

tb
þ

rg � rb

rf

� �2
rf

tf

" #
ð8Þ

where x is the optical thickness of the sample ðx �

NstÞ: The background-to-signal ratio m is defined
as

m �
rb

krf � rb
. (9)

Using Eqs. (8) and (9) and defining the
fractional time for each of the capture, back-
ground and incident neutron rate measurements as
ag ¼ tg=t; ab ¼ tb=t and af ¼ tf=t; respectively.
The following expression for the squared frac-
tional error in the capture cross-section can be
derived:

Dsg
sg

� �2

¼
1

tkrfð1� xÞ2
1

x2ðð1� Y Þ=ð1� xÞÞ2

�
f 2
g

ag
þ

f 2
b

ab
þ

f 2
f

af

" #
ð10Þ

where

f 2
g ¼ Y þ

m

m þ 1

� �
; f 2

b ¼
m

m þ 1
and f 2

f ¼ kY 2.

A minimization procedure similar to the one
used in Refs. [1,2] can now be applied. The
objective is to minimize Eq. (10) with respect to
ag; ab and af with the restriction that ag þ ab þ
af ¼ 1: The result for the optimum time split is
given by
ag ¼ f g=ð f g þ f b þ f fÞ; ab ¼ f b=ð f g þ f b þ f fÞ

and af ¼ f f=ð f g þ f b þ f fÞ: Inserting these values
to Eq. (10) gives

Dsg
sg

� �2

opt

¼
1

tkrf 1� xð Þ
2

1

x2ð1� Y=1� xÞ2

� f g þ f b þ f f

h i2
. ð11Þ

Substitution of equation (1) to equation (11)
provide an expression for the minimum squared
fraction error in the capture cross-section as a
function of the optical thickness x:

Dsg
sg

� �2

opt

¼
1

tkrfð1� xÞ2
1

x2 exp ð�2xÞ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� expð�xÞÞð1� xÞ þ

m

m þ 1

r	

þ

ffiffiffiffiffiffiffiffiffiffiffiffi
m

m þ 1

r
þ

ffiffiffi
k

p
ð1� expð�xÞÞð1� xÞ


2

. ð12Þ

This equation can be numerically minimized
with respect to x to find the optimum thickness of
the sample as a function of the background-to-
signal ratio m and the ratio of scattering fraction x:
Notice that the term 1=tkrfð1� xÞ2 in Eq. (12) is a
constant and does not affect the minimization
procedure. Also note that if the incident neutron
rate rf is measured to much higher accuracy than
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the capture rate, it can be eliminated from the
procedure by removing the last term in the
square brackets. Similarly the error due to the
background rate rb can be eliminated by setting
m ¼ 0:

It is also interesting to note that although
the capture cross-section is a complicated
function of the reaction rates, the fractional error
in the capture cross-section is inversely propor-
tional to the square root of the total experiment
time t.
3. Results

The derived equations can provide some in-
formation about the sample thickness or capture
yield required to measure the capture cross-section
while minimizing the uncertainty due to counting
statistics. To demonstrate such a calculation, Eq.
(12) was numerically minimized with respect to x.
The calculations were done for several values of
the scattering fraction x; and for a representative
value of the normalization factor k ¼ 1: The
capture yield calculated using Eq. (1) for the
optimal thickness is plotted as a function of the
background-to-signal ratio in Fig. 2.
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Fig. 2. Optimal capture yield Y as a function of the back-

ground-to-signal ratio m calculated for different values of the

scattering fraction x:
The solid line curve in Fig. 2 is for a pure
capture sample. Regardless of the background-to-
signal ratio, the optimum capture yield is bounded
between 0.37 and 0.56. As expected, the optimum
yield increases as the background increases. The
dependence of the optimum yield on the scattering
fraction x might seem confusing; observing Eq. (2),
an increase in the scattering fraction x will result in
reduction in the count rate and thus a thicker
sample is required in order to increase the rate and
reduce the error. However, Fig. 2 shows that an
increase in the scattering fraction reduces the
optimum yield. To further investigate this, Fig. 3
shows the same data plotted with respect to
background-to-signal ratio m. This plot indicates
that indeed, as expected, as x increases, the sample
thickness also increases.

An investigation of the changes in the fractional
error of the capture cross-section as a function of
the sample yield and the background-to-signal
ratio is shown is Figs. 4 and 5. Fig. 4 shows a
calculation for a pure capture sample (x ¼ 0) with
k ¼ 1: As indicated by the results plotted in Fig. 2,
the optimum yield is in the same range of Y ¼

0:3720:56: A deviation from the optimum yield
will result in an increase in the fractional error of
the measured capture cross-section, for example,
for a background-to-signal ratio m ¼ 1=100 and a
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Fig. 3. Optimal optical sample thickness x as a function of the

background-to-signal ratio m calculated for different values of

the scattering fraction z:
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Fig. 5. A calculation of the fractional error in the capture
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background-to-signal ratios for the case of k ¼ 1 and x ¼ 0:5:
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sample with a yield of 0.1 the measured fractional
error is increased by a factor of about 2 relative to
the fractional error of the optimum sample
thickness. In general, the minima in the curves
are very shallow and small deviation from the
optimum yield results only in a moderate increase
in the fractional error of the measured capture
cross-section.
To illustrate the effect of scattering on the
fractional error, the same calculation was repeated
with scattering fraction x ¼ 0:5 and is shown in
Fig. 5. The first observation is that the added
scattering reduces the optimum capture yield to
values between 0.2 and 0.3. However, the differ-
ence from the previous case of x ¼ 0 is that as the
capture yield deviates from the optimum value, the
fractional error changes much faster. In such a
case there is a much greater ‘‘penalty’’ for using a
sample with a thickness that differs significantly
from the optimum value.

Finally, the optimum time split was calculated
as a function of the background-to-signal ratio
and is plotted in Fig. 6. For the case of negligible
background, 62% of the total experiment time
should be allocated to the sample and the
remaining 38% should be allocated to measure
the incident neutron rate. As the background-to-
signal ratio m increases, more of the experiment
time should be allocated to measure the back-
ground at the expense of the sample and incident
neutron rate times. However, even for the worst
case, which is probably not practical, the max-
imum amount that should be allocated to the
background measurement is only 36% of the total
time. This type of calculation can be used for
capture experiments design. An optimum time
split will minimize the error in the measured
capture cross-section.



ARTICLE IN PRESS

0.0 0.1 0.2 0.3 0.4 0.5
0.5

1.0

1.5

2.0

2.5

3.0

3.5

Y

 Experiment
 Calculation

Yopt

(∆
σ γ

 /σ
γ )

/(
 ∆

σ γ
 /σ

γ )
op

t

Fig. 7. Comparison of the measured fractional error in the

capture cross-section of the 3.4 eV resonance in 147Sm and a

calculation using Eq. (10).

Y. Danon, R.C. Block / Nuclear Instruments and Methods in Physics Research A 544 (2005) 659–667 665
4. Experimental verification

A verification of Eqs. (10)–(12) was done using
capture data for natural samarium that was
measured at RPI [4]. The data used here are from
measurements using metallic samples of samarium
with the TOF method. Resonances in the capture
cross-section of 147Sm are used because they
provide capture cross-section data that varies as
a function of the capture yield which is equivalent
to variation in the samples optical thickness. The
experiment employed a boron carbide overlap
filter that absorbs lower energy neutrons that can
overlap between pulses. This filter also suppresses
the neutron flux below the energy of 10 eV; this
provides a change in the background-to-signal
ratio in different resonances.

The equations derived in the previous section
can be applied to a capture cross-section measured
for a sample with optical thickness x. In typical
low-energy cross-section measurements, this opti-
cal thickness will vary widely in a given resonance.
This variation is used to test the equations derived
in the previous section.

The first comparison was done with the 3.4 eV
resonance. Because of the low energy and the
boron carbide overlap filter, the background-to-
signal ratio for this resonance is 0.24 which is quite
high. This resonance is almost a pure capture
resonance with x ¼ 0:0198; this value can be
obtained from the resonance parameters given in
Ref. [4] by using the relation x 	 Gn=ðGn þ GgÞ and
is varying only by a few percent across the
resonance. The flux measurement was done using
an enriched 10B sample; however, the detector was
configured with only two segments where the
capture experiment itself uses 16 segments. This
prevents the direct use of the number of neuron
pulses to determine the time split for the incident
neutron rate af: The time fraction af was
determined by using the ratio between measured
count rate and its associated statistical error for a
sample Dr2g ¼ rg=tg and the incident neutron rate
Dr2f ¼ rf=tf which yields af=as ¼ tf=ts ¼ rf=rg 


Dr2g=Dr2f: The time split for the capture yield and
background measurements were determined di-
rectly from the number of neutron pulses used in
the experiment (which happened to be equal for
this case); ag ¼ 0:36; ab ¼ 0:36; af ¼ 0:28: The
normalization factor used with this data was k ¼

13:6 and the sample thickness was N ¼ 7:429�
10�4 atoms=b: To compare the calculation with the
experiment, the experimental error was determined
using Eq. (6) using the measured data for Y and
DY : The fractional error in the capture cross-
section was calculated using Eq. (10). The two
curves were normalized to the fractional error
measured or calculated at the optical thickness.
This optimal thickness was obtained by minimiz-
ing Eq. (10) with respect to x which gave xopt ¼

0:37 that corresponds to Yopt ¼ 0:3: The results
are plotted in Fig. 7.

This comparison shows good agreement be-
tween the experiment and calculations, both
exhibit a minimum at the same location and
overlap well both below and above the optimum
yield. However, the resonance is not strong
enough to provide enough points for comparison
above the optimum yield. Therefore, another
comparison is presented in Fig. 8 with the
18.3 eV resonance which is much stronger, there-
fore a thinner sample with N ¼ 3:607�
10�4 atoms=barn was used. This resonance has
substantial scattering cross-section with x ¼ 0:515:
Also the background-to-signal ratio in this energy
range is much lower; m ¼ 0:013: The rest of the
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parameters are identical to what was used for the
3.4 eV resonance and the same normalization
procedure was applied.

The experimental data and calculation are in
excellent agreement. This case demonstrates that
the optimization procedure shown here can also be
used when the measured sample also has about
equal amount of scattering and capture. In this
case, there is some multiple scattering but it is not
high enough to affect the minimization procedure.
As expected, in this case, with a smaller back-
ground-to-signal ratio, the optimal capture yield
Yopt ¼ 0:13 is lower than the previous example.
5. Conclusions

A method to optimize the fractional error in
capture cross-section measurements has been pre-
sented. This analysis allows optimizing experiments
by selecting the appropriate sample thickness and
time split between the measured capture, back-
ground, and incident neutron rates. To minimize
the fractional error, the derived expression for the
squared fractional error in the capture cross-section
was first minimized with respect to the optimum
time split followed by minimization with respect to
the sample thickness. This information is useful in
order to design capture experiments where a fixed
experiment time is available and the method
developed here can help determine the optimal
time split and sample thickness. However, in order
to use these equations, prior knowledge of the total
cross-section and the scattering fraction are re-
quired. The total cross-section can be obtained
from transmission measurements, and the scatter-
ing fraction frequently can be determined from
previous measurements.

For a background-to-signal ratio of 1/100, and a
pure capture sample, the optimum capture yield is
about 0.4. The optimum yield is related to the
sample thickness by the relation given in Eq. (1).
The optimum capture yield also depends on the
scattering fraction and it was shown that as this
fraction increases the optimum sample thickness
increases while the optimum yield decreases.

This type of analysis provides some insight on
the parameters affecting the statistical error in
capture cross-section measurements. However,
this analysis does not provide a complete solution
to the case of a resonance where the optical
thickness varies widely. It is thus desirable to
extend this type of minimization to the treatment
of resonance parameter measurements similar to
the work shown in Ref. [1]. This is of especial
interest for experiment design of capture measure-
ments in the resonance region. Finally, this type of
error analysis is also valid for other types of partial
cross-section measurements such as fission and
scattering where the expression for the measured
yield is similar to Eq. (1).
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